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0 Notations

m and md : The Lebesgue measures on R and Rd

f
·
=
m
g : f = g almost everywhere in sense of the Lebesgue measure

fn ⇒ f : The sequence (fn) of functions converges uniformly to f

C(X) or C0(X) : The set of all continuous real-valued functions on X

Ck(X) : The set of all k-differentiable real-valued functions on X with the k-th derivative continuous

C∞(X) : The set of all infinitely differentiable real-valued functions on X

C0(X) : The set of all uniformly continuous real-valued functions on X

Cc(X) : The set of all compactly supported continuous real-valued functions on X

supp f : The support {f 6= 0} of f , which is the smallest closed set containing all points not mapped to zero

ess sup : The essential supremum

q : The union of disjoint sets
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1 Metric Spaces

1.1 Metric Spaces

Definition 1.1 (Metric spaces). Let X be a nonempty set. A map d : X ×X → R+ is said to be a metric

on X, if it satisfies the following conditions:

(i) (Positive-definiteness). For each pair of points x, y of X, d(x, y) ≥ 0; d(x, y) = 0 if and only if x = y.

(ii) (Symmetry). For each pair of points x, y of X, d(x, y) = d(y, x).

(iii) (Triangle inequality). For any x, y, z ∈ X,

d(x, y) + d(y, z) ≥ d(x, z).

The set together with the metric (X, d) is called a metric space.

Remark. The metric d : X×X → R+ is a continuous map. To see this, we fix ε > 0 and let (x0, y0) ∈ X×X.

Then for all (x, y) ∈ O(x0, ε/3)×O(y0, ε/3), we have |d(x, y)− d(x0, y0)| ≤ d(x, x0) + d(y, y0) ≤ 2ε/3 < ε.

Example 1.2. The following are some instances of metric spaces.

(i) On the real line R, define d(x, y) = |x− y|, x, y ∈ R. Then (R, d) is a metric space.

(ii) On the n-dimensional real space Rn, for two points x = (x1, · · · , xn),y = (y1, · · · , yn), define

ρp(x,y)

(
n∑
i=1

|xn − yn|p
)1/p

, ρ∞(x,y) = max
i∈[n]
|xn − yn|.

Then for every 1 ≤ p <∞, (Rn, ρp) is a metric space. To check this, we only need to verify the triangle

inequality, which is a special case of the Minkowski’s inequality. Also, (R, ρ∞) is a metric space.

(iii) (Discrete space). On a nonempty set X, define the discrete metric

d0(x, y) =

0, x = y,

1, x 6= y.

Then (X, d0) becomes a metric space called discrete space.

(iv) (Subspace). Let (X, d) be a metric space, and let A be a nonempty subset of X. We define on A the

restricted metric dA(x, y) = d(x, y) for each pair of points x, y in A. Then (A, dA) is a metric space, and

we call it a subspace of X.

(v) Let (X, d) be a metric space. Let f : R+ → R+ be a function such that (a) f is well-defined on [0,∞);

(b) f is non-decreasing on [0,∞), strictly increasing at 0, and f(0) = 0; and (c) f is concave on [0,∞),

i.e. for all x, y ∈ [0,∞) and all α ∈ [0, 1],

f(αx+ (1− α)y) ≥ αf(x) + (1− α)f(y). (1.1)

Then the composition

df (x, y) = f (d(x, y)) , x, y ∈ X

is a metric on X. Moreover, it induces the same topology on X as d does.

Proof. To check that df is a metric on X, it suffices to show the triangle inequality. Given x, y, z ∈ X,
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we want to show

f(d(x, y)) + f(d(y, z)) ≥ f(d(x, z)). (1.2)

We show that for all s, t ≥ 0, f(s) + f(t) ≥ f(s+ t), which implies (1.2). Without loss of generality, we

assume s, t > 0. Then

f(s) + f(t) = f

(
s

s+ t
· (s+ t) +

t

s+ t
· 0
)

+ f

(
t

s+ t
· (s+ t) +

s

s+ t
· 0
)

(1.1)

≥ s

s+ t
f(s+ t) +

t

s+ t
f(0) +

t

s+ t
f(s+ t) +

s

s+ t
f(0)

= f(s+ t).

Since f is strictly increasing at 0, there exists some δ > 0 such that f is strictly increasing on (0, δ).

Given x0 be a point of X, let Od(x0, r) := {x ∈ X : d(x, x0) < r} be the open ball of radius r centered

at x0. When f(r) < δ, we have Od(x0, r) = Odf (x0, f(r)) := {x ∈ X : df (x, x0) < f(r)}.
To show that df induces the same topology on X as d does, note that the collection{

Od(x, r) : x ∈ X, r < f−1

(
δ

2

)}
is a basis for the topology on X induced by d, which coincides with the basis{

Odf (x, r) : x ∈ X, r < δ

2

}
for the topology induced by f .

When f(t) = min{t, 1}, we obtain the standard bounded metric d̄(x, y) = min{d(x, y), 1} on X.

Definition 1.3 (Limit). Let (X, d) be a metric space, and let {xn}∞n=1 be a sequence of points of X. Let

p ∈ X. If for each ε > 0, there exists a positive integer N such that d(xn, p) < ε for all n ≥ N , then we say

that the sequence {xn}∞n=1 converges to p, or that p is the limit of {xn}∞n=1. We write xn → p, or

lim
n→∞

xn = p.

Remark. By definition, convergence in metric space (X, d) equals convergence in the metric topology induced

by d. Then if two metrics, for example, d and df in Example 1.2 (v), induce the same topology, we can establish

the equivalence of convergence in the two corresponding metric spaces. The uniqueness of the limit is ensured

by the following lemma.

Lemma 1.4 (The uniqueness of limit). Let (X, d) be a metric space, and let {xn}∞n=1 be a sequence of points

of X. If xn → x, and xn → y, then x = y.

Proof. By the properties, we have for all n ∈ N that

0 ≤ d(x, y) ≤ d(xn, x) + d(xn, y).

Let n→∞, we have d(x, y) = 0, hence x = y.

Now we introduce the definition of complete metric spaces.
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Definition 1.5 (Cauchy sequences and completeness). Let (X, d) be a metric space. A sequence {xn}∞n=1

of points of X is said to be a Cauchy sequence if for any ε > 0, there exists N such that d(xn, xm) < ε for

all n,m ≥ N . If every Cauchy sequence in (X, d) converges to some point of X, then (X, d) is said to be a

complete metric space.

Remark. For the metric space (R, d) where d(x, y) = |x − y|, the statement of completeness is in fact the

Cauchy’s criterion for convergence.

Lemma 1.6. Let (X, d) be a metric space. If (X, d) is complete, A is a closed subspace of X, and dA is the

restricted metric of A, i.e. dA(x, y) = d(x, y) ∀x, y ∈ A, then (A, dA) is a complete metric space.

Proof. Let (xn) be a Cauchy sequence in A under dA. Then (xn) is also a Cauchy sequence in X under d, and

it converges to some x ∈ X. By definition, any neighborhood U of x contains infinitely many points of (xn).

Hence x is a limit point of A. Since A is closed, x ∈ A, and (xn) converges with respect to dA.

Now we introduce a criterion for a metric space to be complete.

Lemma 1.7 (Subsequence criterion). A metric space (X, d) is complete if every Cauchy sequence in X has

a convergent subsequence.

Proof. Let (xn) be a Cauchy sequence in X, and let (xnk) be a convergent subsequence of (xn). Fix ε > 0.

We first choose a positive integer N such that n,m ≥ N implies d(xn, xm) < ε/2.

Suppose that the subsequence (xnk) converges to x ∈ X. We choose a sufficiently large integer K so that

nK ≥ N and k ≥ K implies d(xnk , x) < ε/2. Then for any n ≥ N , we have

d(xn, x) ≤ d(xnk , xn) + d(xnk , x) <
ε

2
+
ε

2
= ε.

Since ε is arbitrarily chosen, (xn) converges to x.

Example 1.8 (Metrization of pointwise convergence). Let R∞ = {x = (x1, x2, · · · ) : xn ∈ R ∀n ∈ N} be the

set of all real sequences. We define the metric

d(x,y) =

∞∑
n=1

1

2n
· |xn − yn|

1 + |xn − yn|
, x = (x1, x2, · · · ), y = (y1, y2, · · · ).

Then (R∞, d) is a metric space. Furthermore, convergence of sequence
{
x(k)

}
to x in metric space (X, d) is

equivalent to pointwise convergence (or coordinate-wise convergence), i.e. limk→∞ x
(k)
n = xn for all n ∈ N.

Proof. “⇐”: If x(k) converges to x pointwise, then for any ε > 0, we choose a positive integer Nε such that

Nε >
1 + log(1/ε)

log 2
.

Then we have for all k ∈ N that

∞∑
n=Nε+1

1

2n
·
∣∣x(k)
n − x

∣∣
1 +

∣∣x(k)
n − x

∣∣ ≤
∞∑

n=Nε+1

1

2n
<
ε

2
. (1.3)
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Moreover, for each n = 1, · · · , Nε, we can choose Kn such that
∣∣x(k)
n − xn

∣∣ < ε/Nε for all k ≥ Kn. Let K be

the largest of Kn. Then for all k ≥ K, we have

Nε∑
n=1

1

2n
·
∣∣x(k)
n − x

∣∣
1 +

∣∣x(k)
n − x

∣∣ ≤
Nε∑
n=1

1

2

∣∣x(k)
n − x

∣∣ < ε

2
. (1.4)

Combining (1.3) and (1.4), we conclude that x(k) converges to x under d.

“⇒”: For any n ∈ N and sufficiently large k, note that

∣∣x(k)
n − xn

∣∣ ≤ 2n · d(x(k),x)

1− 2n · d(x(k),x)
→ 0.

Example 1.9 (Metrization of convergence in measure). Let G be the set of all Lebesgue measurable functions

on [a, b] that is bounded almost everywhere. We define an equivalence relation ∼ on G as follows: f ∼ g if

f = g almost everywhere. Let G = G/ ∼. For f, g ∈ G, define

d(f, g) =

∫
[a,b]

|f(t)− g(t)|
1 + |f(t)− g(t)|

dm(t).

Then (G, d) is a metric space. Furthermore, convergence of sequence (fn) to f in metric space (G, d) is

equivalent to convergence in measure, i.e. m(|fn − f | ≥ ε)→ 0 for all ε > 0.

Proof. “⇐”: Given ε > 0, define

En =

{
x ∈ [a, b] : |fn(x)− f(x)| ≥ ε

2(b− a)

}
. (1.5)

Then there exists N such that m(En) < ε/2 for all n ≥ N . As a result, for all n ≥ N , we have

d(fn, f) =

∫
[a,b]\En

|f(t)− g(t)|
1 + |f(t)− g(t)|

dm(t) +

∫
En

|f(t)− g(t)|
1 + |f(t)− g(t)|

dm(t)

≤
∫

[a,b]\En
|f(t)− g(t)|dm(t) +

∫
En

dm(t)

≤ (b− a) · ε

2(b− a)
+m(En) < ε.

“⇒”: For any ε > 0, we have

m(|fn − f | ≥ ε) = m

(
|fn − f |

1 + |fn − f |
≥ ε

1 + ε

)
≤ 1 + ε

ε

∫
[a,b]

|fn − f |
1 + |fn − f |

dm→ 0. (1.6)

Hence fn converges in measure to f .
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1.2 Banach Spaces and Hilbert Spaces

1.2.1 The Hamel Basis

Definition 1.10 (Vector spaces, linearly independent subsets). A vector space over a scalar field F is a

non-empty set X together with a binary operation + : X × X → X called vector addition, and a binary

function F ×X → X called scalar multiplication. Let x, y, z be any elements of X, and α, β be any scalar in

F. A vector space satisfies the following axioms:

(i) (Associativity of vector addition). (x+ y) + z = x+ (y + z).

(ii) (Commutativity of vector addition). x+ y = y + x.

(iii) (Identity element of vector addition). There exists an element 0 ∈ X called the zero vector such that

x+ 0 = x for all x ∈ X.

(iv) (Inverse elements of vector addition). For each x ∈ X, There exists an element −x ∈ X called the

additive inverse of x such that x+ (−x) = 0.

(v) (Compatibility of scalar multiplication with field multiplication). α(βx) = (αβ)x.

(vi) (Identity element of scalar multiplication). 1x = x, where 1 is the multiplicative identity in F.

(vii) (Distributivity of scalar multiplication with respect to vector addition). α(x+ y) = αx+ αy.

(vii) (Distributivity of scalar multiplication with respect to field addition). (α+ β)x = αx+ βx.

A finite subset {x1, · · · , xn} of X is said to be linearly independent, if it satisfies following:
∑n
i=1 αixi = 0

if and only if α1 = α2 = · · · = αn = 0, i.e. there exists no nontrivial linear combination of x1, · · · , xn that

equals the zero vector. An infinite subset A of X is said to be linearly independent, if every nonempty finite

subset of A is linearly independent.

Remark. When the field F is chosen to be the real field R (or the complex field C), we say that X is a real

vector space (or a complex vector space).

Definition 1.11 (Basis). Let X be a vector space. A collection B of vectors in X is said to be a basis of X,

if B is linearly independent, and every vector x ∈ X can be obtained as a linear combination of vectors in B.

A natural question arises: does every vector space has a basis?

Theorem 1.12 (Hamel basis). Let X be a vector space. Let A be a linearly independent subset of X.

Then there exists a maximal linearly independent subset B of X such that A ⊂ B, and there exists no linearly

independent subset of X that includes B properly. Furthermore, B is a basis of X, called a Hamel basis.

Proof. We use Zorn’s lemma: Suppose a partially ordered set P has the property that every totally ordered

subset of P has an upper bound in P , then P has at least one maximal element.

Let C be the set of all linearly independent subsets of X that contains A. We order the elements of C by

proper inclusion. For any totally ordered subset {Aλ, λ ∈ Λ} of C , where Λ is an index set, the union

C =
⋃
λ∈Λ

Aλ

is an upper bound of {Aλ, λ ∈ Λ}. We verify that C ∈ C . Clearly, A ⊂ C, then we show that C is linearly

independent. For any finite subset {x1, · · · , xn} of C, there exists Aλi 3 xi for each i. Since Aλ1 , · · · , Aλn are

totally ordered, we can find Aλk that contains all of them. Hence {x1, · · · , xn} as a finite subset of the linearly

independent subset Aλk is linearly independent, and C is linearly independent.

By Zorn’s lemma, there exists a maximal linearly independent subset B in C , and B is a basis of X. In

fact, if B is not a basis for X, we can choose x ∈ X not lying in the span of B. Then B ∪ {x} is an linearly

independent subset of X, which contradicts the maximality of B!

8



1.2.2 Normed Spaces and Banach Spaces

Definition 1.13 (Normed spaces). A seminorm on a real (or complex) vector space X is a function ‖ · ‖ :

X → R+ satisfying the following conditions:

(i) (Positive semi-definiteness). For all x ∈ X, ‖x‖ ≥ 0;

(ii) (Homogeneity). For all α ∈ R (or C) and all x ∈ X, ‖αx‖ = |α|‖x‖;
(iii) (Triangle inequality). For all x, y ∈ X, ‖x+ y‖ ≤ ‖x‖+ ‖y‖.

A norm on X is a seminorm ‖ · ‖ that satisfies the following: ‖x‖ = 0 only if x = 0. A vector space together

with a norm (X, ‖ · ‖) is called a normed vector space, or briefly, a normed space.

Remark. A norm ‖·‖ on a vector space X automatically induces a metric on X defined as d(x, y) = ‖x−y‖.
By equipping a norm, we introduce a topological structure to a vector space, which is an algebraic structure.

The norm ‖ · ‖ is a continuous map in space (X, ‖ · ‖), which is implied by the triangle inequality. To see

this, fix ε > 0 and x0 ∈ X. Then for all x ∈ O(x0, ε), we have

|‖x‖ − ‖x0‖| ≤ ‖x− x0‖ < ε,

which meets the definition of continuity.

Example 1.14. Following are some instances for normed spaces.

(i) Let C([a, b]) be the set of all real-valued continuous functions on [a, b]. Define

‖f‖∞ = max
x∈[a,b]

|f(x)|, f ∈ C([a, b]).

Then (C([a, b]), ‖ · ‖∞) is a normed space.

(ii) Let k be a positive integer. Let Ck([a, b]) be the set of all functions f on [a, b] such that f is k-

differentiable, and the k-th derivative f (k) is continuous. Define

‖f‖k,∞ = max
0≤j≤k

max
x∈[a,b]

|f (j)(x)|, f ∈ Ck([a, b]).

Then (C([a, b]), ‖ · ‖∞) is a normed space.

(iii) Let (X,A , µ) be a measurable space. For 1 ≤ p <∞, define Lp(X,A , µ) to be the set of all measurable

functions f such that |f |p is integrable, i.e.
∫
X
|f |pdµ <∞. We define

‖f‖p =

(∫
X

|f |pdµ
)1/p

, f ∈ Lp(X,A , µ).

Then ‖·‖p is a seminorm on Lp(X,A , µ). To check this, it suffices to prove the following two inequalities.

• (Hölder’s inquality). For all p, q > 1 with p−1 + q−1 = 1, it holds∫
|fg| dµ ≤ ‖f‖p‖g‖q.

Proof. Without loss of generality, suppose ‖f‖p = ‖g‖q = 1. We use Young’s inequality:

log

(
ap

p
+
bq

q

)
≥ 1

p
log(ap) +

1

q
log(bq)︸ ︷︷ ︸

Concavity of the logarithmic function

⇒ ab ≤ ap

p
+
bq

q
.
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Then we have

|f(x)g(x)| ≤ |f(x)|p

p
+
|g(x)|q

q

Integration⇒
∫
|fg| dµ ≤ ‖f‖

p

p
+
‖g‖q

q
= 1,

which concludes the proof.

• (Minkowski’s inquality). For all p ≥ 1, we have

‖f + g‖p ≤ ‖f‖p + ‖g‖p.

Proof. We only prove the case p > 1. Let q = p
p−1 , then

‖f + g‖pp ≤
∫
X

|f | · |f + g|p−1
dµ+

∫
X

|g| · |f + g|p−1
dµ

≤ (‖f‖p + ‖g‖p)
(∫

X

|f + g|(p−1)qdµ

)1/q

(By Hölder’s inquality)

≤ (‖f‖p + ‖g‖p) · ‖f + g‖p/qp .

Note that p− p/q = 1, then we conclude the proof.

(iv) Let f ∼ g def.⇔ f
·
=
µ
g be a equivalence relation on Lp(X,A , µ). We define the Lp space as Lp(X,A , µ) =

Lp(X,A , µ)/ ∼, and maintain the norm ‖[f ]‖p = ‖f‖p. This is a well-defined norm, since ‖f‖p = ‖g‖p
if f ∼ g. For simplicity, we drop the brackets and use f to denote its corresponding equivalence class [f ]

in Lp(X,A , µ). Then the space (Lp(X,A , µ), ‖ · ‖p) is a normed space.

(v) Let p =∞ in (ii), then we obtain the set of essentially bounded functions on X, which is

L∞(X,A , µ) = {f : X → R | ∃M > 0, µ(|f | ≥M) = 0}.

The seminorm ‖ · ‖∞ on L∞(X) is the essential supremum:

‖f‖∞ = ess sup |f | := inf
µ(E)=0

sup
x∈X\E

|f(x)|.

Also, we define L∞(X,A , µ) = L∞(X,A , µ)/ ∼. Then (L∞(X,A , µ), ‖ · ‖∞) is a normed space.

Definition 1.15 (Banach spaces). Let (X, ‖ · ‖) be a normed space. If X is complete given the metric

induced by ‖ · ‖, then (X, ‖ · ‖) is said to be a Banach space.

Remark. A Banach space is a complete normed space. Let (xn) be a Cauchy sequence in a Banach space

(X, ‖ · ‖), i.e. ‖xn − xm‖ → 0 as n,m→∞, then (xn) converges to some point of X.

As a result of Lemma 1.6, a closed subspace A of a Banach space (X, ‖ · ‖) is also a Banach space under

the restricted norm. Note that when we use the term “subspace” in discussions of vector spaces, we refer to a

vector subspace.

Following are some instances of Banach spaces.

Example 1.16. Recall Example 1.14 (i) and (ii).

(i) The normed space (C([a, b]), ‖ · ‖∞) is a Banach space;

(ii) For each k ∈ N, the normed space (Ck([a, b]), ‖ · ‖k,∞) is a Banach space.
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Proof. (i) We pick a Cauchy sequence fn in C([a, b]), i.e. ∀ε > 0, ∃N ∈ N such that ‖fn − fm‖∞ < ε for all

n,m ≥ N . Then for each x ∈ [a, b], fn(x) is a Cauchy sequence in R, which converges to some f(x) ∈ R by

completeness of real numbers. Thus we obtain a function f on [a, b].

Now we prove that f is continuous. Fix ε > 0. Then for all x ∈ X, we have

|fn(x)− fm(x)| ≤ ‖fn − fm‖∞ < ε, ∀n,m ≥ N.

Let m → ∞, then we get |fn(x) − f(x)| ≤ ε for all x ∈ X. Hence fn converges to f uniformly. Since fn is

continuous on [a, b], so is f .

(ii) We first prove the case k = 1. We pick a Cauchy sequence fn in C1([a, b]). Then both fn and f ′n
are Cauchy sequences in (C([a, b]), ‖ · ‖∞), which converge uniformly to some continuous functions f and g,

respectively, by (i). We need to show that f is differentiable, and that g is the derivative of f .

By fundamental theorem of calculus, we have

fn(x)− fn(a) =

∫ x

a

f ′n(t) dt, ∀n ∈ N.

Let ε > 0 be given. Since f ′n converges to g uniformly on [a, b], there exists N such that |f ′n(x)− g(x)| < ε for

all n ≥ N and x ∈ [a, b]. Hence∣∣∣∣∫ x

a

f ′n(t) dt−
∫ x

a

g(t) dt

∣∣∣∣ ≤ ∫ x

a

|f ′n(t)− g(t)| dt ≤ ε(x− a), ∀n ≥ N.

Hence
∫ x
a
f ′n(t) dt→

∫ x
a
g(t) dt. As a result,

f(x)− f(a) = lim
n→∞

(fn(x)− fn(a)) = lim
n→∞

∫ x

a

f ′n(t) dt =

∫ x

a

g(t) dt,

which implies f ′ = g.

For the general case k ∈ N, let fn be a Cauchy sequence in Ck([a, b]). Similar to the above procedure, we can

show that the sequence f
(j)
n converges to some continuous function uniformly on [a, b] for each j = 0, 1, · · · , k,

and that limn→∞ f
(j)
n is the derivative of limn→∞ f

(j−1)
n .

Example 1.17 (Riesz-Fisher). Let (X,A , µ) be measure space. Then for each 1 ≤ p < ∞, the space

(Lp(X,A , µ), ‖ · ‖p) is a Banach space.

Proof. We pick a Cauchy sequence fn in Lp(X,A , µ), i.e. ∀ε > 0, ∃N such that ‖fn − fm‖p < ε for all

n,m ≥ N . By Chebyshev’s inequality, for any η > 0, we have

µ (|fn − fm| ≥ η) ≤ 1

ηp

∫
X

|fn − fm|pdµ =
1

ηp
‖fn − fm‖pp.

Hence fn is a Cauchy sequence in measure. Starting from k = 1, we choose an integer nk > nk−1 such that

µ(|fn − fm| ≥ 2−k) < 2−k for all n,m ≥ nk. Then we obtain a subsequence fnk such that

µ(Ek) < 2−k, where Ek =
{
|fnk+1

− fnk | ≥ 2−k
}
.

Let FN =
⋃∞
k=N Ek, and E =

⋂∞
N=1 FN . Then µ(FN ) < 2−N+1, and µ(E) = 0. For every x ∈ X\E, there

exists N such that x /∈ FN . Then for all k > N , |fnk+1
(x)− fnk(x)| < 2−k. and |fnl(x)− fnk(x)| < 2−k+1 for

all l > k > N . Hence fnk(x) is a Cauchy sequence, which converges to some f(x) ∈ R. Define f(E) = {0},
then the subsequence fnk converges to f almost everywhere.
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Fix ε > 0, and find N such that ‖fnk − fm‖p < ε for all nk,m ≥ N . Given m ≥ N , apply Fatou’s lemma:∫
X

|f − fm|p dµ =

∫
X

lim
k→∞

|fnk − fm|
p
dµ ≤ lim inf

k→∞
‖fnk − fm‖

p
p < εp. (1.7)

Hence f − fm ∈ Lp(X,A , µ), and f = (f − fm) + fm ∈ Lp(X,A , µ). Furthermore, since ε is arbitrary, we

have ‖f − fn‖pp → 0, i.e. f is the limit of fn in Lp(X,A , µ).

Remark. In this example, we also prove that every Cauchy sequence fn in measure has a subsequence fnk
that converges almost everywhere. In fact, we can prove that fn converges in measure. In the above proof, we

have for all x ∈ X\Fk that

|f(x)− fnk(x)| ≤
∞∑
j=k

|fnj+1
(x)− fnj (x)| < 2−k+1.

Fix ε > 0, and choose N such that 2−N+1 ≤ ε. Then for all k ≥ N , we have

µ(|fnk − f | ≥ ε) ≤ µ(|fnk − f | ≥ 2−k+1) ≤ µ(Fk) < 2−k+1 → 0.

Hence fnk converges in measure to f . Now given η > 0 and ε > 0, choose K such that µ(|fnk−f | ≥ η/2) < ε/2

for all k ≥ K, and N such that µ(|fn − fm| ≥ η/2) < ε/2 for all n,m ≥ N . Then for all n ≥ max{nK , N},
choose k such that nk ≥ n, we have

µ(|fn − f | ≥ η) ≤ µ(|fnk − fn|+ |fnk − f | ≥ η)

≤ µ
(
|fnk − fn| ≥

η

2

)
+ µ

(
|fnk − f | ≥

η

2

)
< ε.

Therefore fn converges in measure.

Example 1.18. Let (X,A , µ) be measure space. Then the space (L∞(X,A , µ), ‖ · ‖∞) is a Banach space.

Proof. We pick a Cauchy sequence fn in L∞(X,A , µ), i.e. ∀ε > 0, ∃N ∈ N such that ‖fn − fm‖∞ < ε for all

n,m ≥ N . Now for each pair m,n ∈ N, we define the set Em,n of measure zero as

Em,n = {x ∈ X : |fn(x)− fm(x)| > ‖fn − fm‖∞} , µ(Em,n) = 0.

Then the union

E =
⋃

n,m∈N
Em,n of countably many sets of measure zero also has measure zero.

For each x ∈ X\E, |fn(x) − fm(x)| ≤ ‖fn − fm‖∞, fn(x) is a Cauchy sequence in R, which converges to

some f(x) = limn→∞ fn(x) ∈ R. Now fix ε > 0. By defining f(E) = {0}, we obtain a function on f : X → R.

Now fix ε > 0, and choose N such that ‖fn − fm‖∞ < ε for all n,m ≥ N . Then for all x ∈ X\E, it holds

|fn(x)− fm(x)| ≤ ‖fn − fm‖∞ < ε, ∀n,m ≥ N

Let m→∞, we have |fn(x)− f(x)| ≤ ε for all x ∈ X\E and n ≥ N . Then ‖fn − f‖∞ ≤ ε. Moreover,

sup
x∈X\E

|f(x)| ≤ sup
x∈X\E

|f(x)− fn(x)|+ sup
x∈X\E

|fn(x)| ≤ ε+ ‖fn‖∞ <∞.

Hence f ∈ L∞(X,A , µ). Since ε is arbitrary, ‖fn − f‖∞ → 0, and fn converges to f in L∞(X,A , µ).
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1.2.3 Inner Product Spaces and Hilbert Spaces

Definition 1.19 (Inner product spaces). Let H be a real (or complex) vector space. A semi-inner product

on H is defined as a function 〈·, ·〉 : H ×H → R (or C) satisfying the following conditions:

(i) (Positive semi-definiteness). 〈x, x〉 ≥ 0 for all x ∈ H;

(ii) (Linearity for the first variable). For all α, β ∈ R (or C) and all x, y, z ∈ H,

〈αx+ βy, z〉 = α〈x, z〉+ β〈y, z〉;

(iii) (Conjugate symmetry). 〈x, y〉 = 〈y, x〉 for all x, y ∈ H.

Furthermore, if 〈·, ·〉 satisfies positive-definiteness, i.e. 〈x, x〉 = 0 only if x = 0, then it becomes an inner

product on H. A real (or complex) vector space H equipped with an inner product 〈·, ·〉 is called a real (or

complex) inner product space, or a pre-Hilbert space.

Remark. If H is a real inner product space, we can drop the conjugate in (iii) and obtain the linearity for

both variables. If H is complex, by (ii) and (iii), we have anti-linearity for the second variable:

〈z, αx+ βy〉 = α〈z, x〉+ β〈z, y〉.

Example 1.20. Following are some instances for inner product spaces.

(i) Let x = (x1, · · · , xn),y = (y1, · · · , yn) ∈ Cn. Define

〈x,y〉 =

n∑
j=1

xjyj .

Then 〈·, ·〉 is an inner product on Cn.

(ii) Let (X,A , µ) be a measure space. For f, g ∈ L2(X,A , µ), define

〈f, g〉 =

∫
X

f(x)g(x) dµ(x).

Then 〈·, ·〉 is an inner product on (X,A , µ).

Lemma 1.21 (Cauchy-Schwarz inequality). Let 〈·, ·〉 be a semi-inner product on a vector space H. Then

for all x, y ∈ H, it holds

|〈x, y〉|2 ≤ 〈x, x〉〈y, y〉.

Proof. Let x, y ∈ H. Then for all t ∈ R (or C),

0 ≤ 〈x+ ty, x+ ty〉 = 〈x, x〉+ 2Re(t〈y, x〉) + |t|2〈y, y〉.

If 〈y, y〉 6= 0, set t = − 〈x,y〉〈y,y〉 . Then

〈x, x〉 − 2
|〈x, y〉|2

〈y, y〉
+
|〈x, y〉|2

〈y, y〉
≥ 0 ⇒ |〈x, y〉|2 ≤ 〈x, x〉〈y, y〉.

If 〈y, y〉 ≥ 0, set t = − 1
2β〈x, y〉, where β > 0. Then

〈x, x〉 − β|〈y, x〉|2 ≥ 0, ∀β > 0,

which implies 〈x, y〉 = 0. Since x is arbitrary, we have 〈x, y〉 = 0 for all x ∈ H.
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Lemma 1.22 (Induced norm). Let 〈·, ·〉 be an inner product on H. Define ‖x‖ =
√
〈x, x〉 for all x ∈ H,

then ‖ · ‖ is a norm on H.

Proof. Check the four properties in Definition 1.13.

Remark. Following Lemma 1.22, we can rewrite Cauchy-Schwarz inequality (Lemma 1.21) as

|〈x, y〉| ≤ ‖x‖ ‖y‖ .

Using this inequality, we can obtain continuity of inner products.

Lemma 1.23 (Continuity of inner products). Let 〈·, ·〉 : H×H → R (or C) be an inner product on H. Then

〈·, ·〉 is a continuous map.

Proof. Let (xn) and (yn) be sequences of points of H that converge to x ∈ H and y ∈ H, respectively. Then

|〈xn, yn〉 − 〈x, y〉| ≤ |〈xn, yn〉 − 〈x, yn〉|+ |〈x, yn〉 − 〈x, y〉|

≤ ‖xn − x‖ ‖yn‖+ ‖x‖ ‖yn − y‖ → 0.

Thus we complete the proof.

It is seen that in a vector space, an inner product automatically determines a norm. Conversely, if a norm

is induced by an inner product, we can also recover the inner product from the norm.

Lemma 1.24 (Polarization identity). Let H be an inner product space.

(i) If H is real, then for all x, y ∈ H,

〈x, y〉 =
1

4

(
‖x+ y‖2 − ‖x− y‖2

)
; (1.8)

(ii) If H is complex, then for all x, y ∈ H,

〈x, y〉 =
1

4

(
‖x+ y‖2 + i‖x+ iy‖2 − ‖x− y‖2 − i‖x− iy‖2

)
=

1

4

3∑
k=0

ik‖x+ iky‖2. (1.9)

Proof. By direct calculation.

We also introduce a necessary and sufficient condition for a norm to be induced by an inner product.

Lemma 1.25 (Parallelogram law). Let (X, ‖ · ‖) be a normed space. Then ‖ · ‖ is induced by an inner

product on X if and only if the parallelogram law holds for ‖ · ‖:

‖x+ y‖2 + ‖x− y‖2 = 2
(
‖x‖2 + ‖y‖2

)
. (1.10)

Proof. “⇒”: By direct calculation.

“⇐”: We use the polarization identity (Lemma 1.24) to define a binary operation 〈·, ·〉 on X, and verify

that 〈·, ·〉 is an inner product. We work with the complex case, and define 〈·, ·〉 by (1.9). Let x, y ∈ X. Then

we can obtain positive definiteness and conjugate symmetry:

〈x, x〉 =
1

4

(
‖2x‖2 + i‖(1 + i)x‖2 − ‖0x‖2 − i‖(1− i)x‖2

)
= ‖x‖2,
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〈y, x〉 =
1

4

(
‖y + x‖2 − i‖y + ix‖2 − ‖y − x‖2 + i‖y − ix‖2

)
=

1

4

(
‖x+ y‖2 − i‖x− iy‖2 − ‖x− y‖2 + i‖x+ iy‖2

)
= 〈x, y〉.

Now we verify the additivity. For x, y, z ∈ X, by (1.10), we have

‖x+ y + z‖2 =
1

2

(
‖(x+ z) + y‖2 + ‖(y + z) + x‖2

)
= ‖x+ z‖2 + ‖y‖2 − 1

2
‖x+ z − y‖2 + ‖y + z‖2 + ‖x‖2 − 1

2
‖y + z − x‖2. (1.11)

Replace z by −z in (1.11), then we have

‖x+ y + z‖2 − ‖x+ y − z‖2 = ‖x+ z‖2 − ‖x− z‖2 − ‖y + z‖2 − ‖y − z‖2 (1.12)

Replace z by iz in (1.12), then we have

‖x+ y + iz‖2 − ‖x+ y − iz‖2 = ‖x+ iz‖2 − ‖x− iz‖2 − ‖y + iz‖2 − ‖y − iz‖2 (1.13)

Combining (1.12) and (1.13), we obtain

〈x+ y, z〉 =
1

4

(
‖x+ y + z‖2 − ‖x+ y − z‖2 + i‖x+ y + iz‖2 − i‖x+ y − iz‖2

)
=

1

4

3∑
k=1

ik‖x+ ikz‖2 +
1

4

3∑
k=1

ik‖y + ikz‖2 = 〈x, z〉+ 〈y, z〉.

Now it remains to show the scalar multiplicativity. Given the additivity, we have that for every n,m ∈ N,

〈nx, z〉 = 〈x, z〉+ · · ·+ 〈x, z〉︸ ︷︷ ︸
n

= n〈x, z〉 ⇒ 〈m−1x, z〉 =
1

m
〈x, z〉 ⇒

〈 n
m
x, z
〉

=
n

m
〈x, z〉 .

Clearly, we have 〈ix, z〉 = i〈x, z〉. Then for every λ ∈ Q + iQ = {p+ iq : p, q ∈ Q}, we have 〈λx, z〉 = λ〈x, z〉.

Next we prove the Cauchy-Schwarz inequality. For x, z ∈ X and λ ∈ Q + iQ,

0 ≤ 〈x+ λz, x+ λz〉〈z, z〉 = ‖x‖2‖z‖2 + 2Re
(
λ 〈z, x〉 ‖z‖2

)
+ |λ|2‖z‖4

= ‖x‖2‖z‖2 − |〈x, z〉|2 +
∣∣λ‖z‖2 − 〈x, z〉∣∣2 ,

which implies

|〈x, z〉|2 − ‖x‖2‖z‖2 ≤ inf
λ∈Q+iQ

∣∣λ‖z‖2 − 〈x, z〉∣∣2 = 0. (1.14)

Now fix α ∈ C = R + iR. For all λ ∈ Q + iQ, we have

|〈αx, z〉 − α〈x, z〉| = |〈(α− λ)x, z〉 − (α− λ)〈x, z〉| ≤ 2 |α− λ| ‖x‖ ‖z‖ ,

where the inequality follows from (1.14). By taking infimum of the right hand side, which is zero, we have

〈αx, z〉 = α〈x, z〉. Then we complete the proof.

Review. Let H be an inner product space, then we obtain a norm ‖ · ‖ on H by defining ‖x‖ =
√
〈x, x〉

for all x ∈ H. Following this, a metric d is determined by d(x, y) = ‖x − y‖ for all x, y ∈ H. This metric

automatically induces a metric topology on H for which the basis is the collection of all open balls in H.
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Definition 1.26 (Hilbert spaces). Let H be an inner product space. If H is complete under the metric

induced by its inner product, then H is said to be a Hilbert space.

Remark. In other words, a complete inner product space is Hilbert. That is, every Cauchy sequence in H,

in sense of the induced norm ‖ · ‖ =
√
〈·, ·〉, converges in H.

Now we introduce the definition of orthogonality in inner product spaces.

Definition 1.27 (Orthogonality). Let H be a inner product space.

(i) Let x and y be two vectors in H. Then x is said to be orthogonal to y if 〈x, y〉 = 0, and we write x ⊥ y.

By direct calculation, we have the Pythagorean theorem for x ⊥ y:

‖x+ y‖2 = ‖x‖2 + ‖y‖2.

(ii) Let H be a collection of non-zero vectors in H. If for each pair of distinct vectors x 6= y in H , we have

x ⊥ y, then H is said to be an orthogonal system.

(iii) Furthermore, if ‖x‖ = 1 for all x ∈H , then H is said to be an orthonormal system.

(iv) Let H be an orthonormal system in H. Then the set of numbers

{〈x, e〉, e ∈H }

is said to be the Fourier coefficients of x relative to H . If e ∈ H , then 〈x, e〉 is called the Fourier

coefficient of x relative to e.

Example 1.28 Following are some examples of orthogonal families.

(i) Consider the n-dimensional Euclidean space Rn. The vectors

e1 = (1, 0, · · · , 0), e2 = (0, 1, · · · , 0), · · · , en = (0, 0, · · · , 1)

form an orthonormal system on Rn.

(ii) Consider the space L2([0, 2π]) of real-valued square-integrable functions on [0, 2π]. Define inner product

〈f, g〉 =
1

2π

∫ 2π

0

f(x)g(x) dx, f, g ∈ L2([0, 2π]).

The functions {
1,
√

2 cosx,
√

2 sinx,
√

2 cos 2x,
√

2 sin 2x, · · · ,
√

2 cosnx,
√

2 sinnx, · · ·
}

form an orthonormal system on L2([0, 2π]). Furthermore, for a function f ∈ L2([0, 2π]), the Fourier

coefficients are

a0 = 〈f, 1〉 =
1

2π

∫ 2π

0

f(t) dt,

an = 〈f,
√

2 cosnx〉 =
1√
2π

∫ 2π

0

f(t) cosnx dt, n ≥ 1,

bn = 〈f,
√

2 sinnx〉 =
1√
2π

∫ 2π

0

f(t) sinnx dt, n ≥ 1.
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(iii) Consider the space L2([0, 2π],C) of complex-valued square-integrable functions on [0, 2π]. Define inner

product

〈f, g〉 =
1

2π

∫ 2π

0

f(x)g(x) dx, f, g ∈ L2([0, 2π],C).

The functions {einx, n ∈ Z} form an orthonormal basis on L2([0, 2π],C). Furthermore, the Fourier

coefficients of f ∈ L2([0, 2π],C) are

cn =

∫ 2π

0

e−inxf(x) dx, n ∈ Z.

Review: Summation over arbitrary index sets. Let Λ be an index set, and let {cλ : λ ∈ Λ} be a

collection such that cλ ≥ 0 for all λ ≥ Λ. We pick a set F (Λ) = {F ⊂ Λ : F is finite}, and we define a

preorder on F by inclusion: F1 � F2
def.⇔ F1 ⊂ F2. Then F becomes a directed set since every pair F1, F2 of

elements of F has an upper bound F1 ∪ F2 ∈ F . The general definition of the summation
∑
λ∈Λ cλ is given

by the following limit, provided it exists: ∑
λ∈Λ

cλ = lim
F∈F(Λ)

∑
λ∈F

cλ.

That is,

∑
λ∈Λ

cλ = c ⇔ ∀ε > 0, ∃F0 ∈ F (Λ) such that ∀F ∈ F (Λ) and F ⊃ F0,

∣∣∣∣∣∑
λ∈F

cλ − c

∣∣∣∣∣ ≤ ε.
Claim 1.29. If

∑
λ∈Λ cλ converges, then {cλ : λ ∈ Λ} has at most countably many non-zeros.

Proof. Let
∑
λ∈Λ cλ = c. For all n ∈ N, consider the set

Fn :=

{
λ ∈ Λ : cλ ≥

1

n

}
,

Then F1 ⊂ F2 ⊂ · · · ⊂ Fn ⊂ Fn+1 ⊂ · · · form a chain on F , and
∑
λ∈Fn cλ is increasing. Moreover,

c ≥
∑
λ∈Fn

cλ ≥
1

n
|Fn| ⇒ |Fn| ≤ nc <∞.

Note that the set of all non-zero elements is given by

{λ ∈ Λ : cλ 6= 0} =

∞⋃
n=1

Fn,

which is at most countable.

Theorem 1.29 (Bessel’s inequality). Let H be an inner product space, and let H = {eλ : λ ∈ Λ} be an

orthonormal system on H. Then for all x ∈ H,∑
λ∈Λ

|〈x, eλ〉|2 ≤ ‖x‖2.
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Proof. Let F be a finite subset of Λ. Consider

x =

(
x−

∑
λ∈F

〈x, eλ〉 eλ

)
︸ ︷︷ ︸

=:y

+
∑
λ∈F

〈x, eλ〉 eλ︸ ︷︷ ︸
=:z

,

we have

〈y, z〉 =
∑
λ∈F

|〈x, eλ〉|2 −
∑
λ∈F

∑
ν∈F
〈x, eλ〉 〈x, eν〉 〈eλ, eν〉︸ ︷︷ ︸

=δλν

= 0.

By Pythagorean theorem, ‖x‖2 = ‖y‖2 + ‖z‖2 ≥ ‖z‖2, that is,∑
λ∈F

|〈x, eλ〉|2 ≤ ‖x‖2.

By Claim 1.29, the set Fn =
{
λ ∈ Λ : |〈x, eλ〉| ≥ n−1

}
has no more than n2‖x‖2 elements, and the set of

nonzero Fourier coefficients F∞ =
⋃∞
n=1 Fn = {λ ∈ Λ : 〈x, eλ〉 6= 0} is at most countable. Hence∑

λ∈Λ

|〈x, eλ〉|2 =
∑
λ∈F∞

|〈x, eλ〉|2 = lim
n→∞

∑
λ∈Fn

|〈x, eλ〉|2 ≤ ‖x‖2,

which is the desired result.

Corollary 1.30. Let {en, n ∈ N} be an orthonormal system on H. Then for all x ∈ H,

lim
n→∞

〈x, en〉 = 0.

Remark. Now we let H be a Hilbert space. Fix x ∈ H, we proved that {eλ ∈H : 〈x, eλ〉 6= 0} is at most

countable. If it is countable, we can write it as a sequence {eλ1
, eλ2

, · · · , eλn , · · · }. According to Bessel’s

inequality, we have
∑∞
n=1 |〈x, eλn〉|

2
<∞. Then for m,n ∈ N,∥∥∥∥∥

n∑
k=m+1

〈x, eλk〉 eλk

∥∥∥∥∥
2

=

n∑
k=m+1

|〈x, eλk〉|
2 → 0 as n,m→∞.

Thus we obtain a Cauchy sequence {
∑n
k=1 〈x, eλk〉 eλk}

∞
n=1

in H, which converges to some vector y in H.

Intuitively, the vector does not depend on our choice of permutation {λ1, λ2, · · · , λn, · · · }.
Let {eσ1 , eσ2 , · · · , eσn , · · · } be another permutation of {eλ ∈ H : 〈x, eλ〉 6= 0}. Following the above

procedure, {
∑n
k=1〈x, eσk〉eσk}∞n=1 is a Cauchy sequence in H, which converges to some y′ ∈ H. We fix ε > 0,

and choose N such that
∑∞
n=N+1 |〈x, eλn〉|

2
< ε2/4. Since {eσ1

, eσ2
, · · · , eσn , · · · } = {eλ1

, eλ2
, · · · , eλn , · · · },

there exists M ≥ N such that ΛN := {λ1, · · · , λN} ⊂ {σ1, · · · , σM}. Then∥∥∥∥∥y −
M∑
m=1

〈x, eσm〉 eσm

∥∥∥∥∥ ≤
∥∥∥∥∥y −

N∑
n=1

〈x, eλn〉 eλn

∥∥∥∥∥+

∥∥∥∥∥
M∑
m=1

〈x, eσm〉 eσm −
N∑
n=1

〈x, eλn〉 eλn

∥∥∥∥∥
=

√√√√ ∞∑
n=N+1

|〈x, eλn〉|
2

+

√√√√ M∑
m=1,σm /∈ΛN

|〈x, eσm〉|
2

≤ 2

√√√√ ∞∑
n=N+1

|〈x, eλn〉|
2
< ε.
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Let M →∞, then ‖y − y′‖ < ε. Since ε is arbitrary, we have ‖y − y′‖ = 0, which implies y = y′. As a result,

we can define

∑
λ∈Λ

〈x, eλ〉 eλ := lim
n→∞

n∑
k=1

〈x, eλk〉 eλk .

By definition, we have ∥∥∥∥∥∑
λ∈Λ

〈x, eλ〉 eλ

∥∥∥∥∥ = lim
n→∞

n∑
k=1

|〈x, eλk〉|
2

=
∑
λ∈Λ

|〈x, eλ〉|2 .

We use

span {eλ, λ ∈ Λ} :=

{
n∑
k=1

αkeλk : n ∈ N, α1, · · · , αn ∈ C, λ1, · · · , λn ∈ Λ

}

to denote the vector space spanned by orthonormal system {eλ, λ ∈ Λ}, and use span {eλ, λ ∈ Λ} to denote its

closure. By the above discussion,
∑
λ∈Λ 〈x, eλ〉 eλ ∈ span {eλ, λ ∈ Λ}.

Theorem 1.31 (Orthonormal basis). Let H be a Hilbert space, and let H = {eλ : λ ∈ Λ} be an orthonormal

system on H. The following are equivalent:

(i) For all x ∈ H, x =
∑
λ∈Λ 〈x, eλ〉 eλ;

(ii) span {eλ, λ ∈ Λ} = H;

(iii) For x ∈ H, x ⊥ eλ for all λ ∈ Λ only if x = 0;

(iv) (Parseval equality). For all x ∈ H, ‖x‖2 =
∑
λ∈Λ |〈x, eλ〉|

2
.

If H satisfies the above conditions, then H is said to be an orthonormal basis of H.

Proof. (i) ⇒ (ii): Clearly, span {eλ, λ ∈ Λ} ⊂ H. The other direction follows from the above Remark.

(ii) ⇒ (iii): Let x ∈ H be such that 〈x, eλ〉 = 0 for all λ ∈ Λ. Since x ∈ H = span {eλ, λ ∈ Λ}, there exists

sequence xn of vectors in span {eλ, λ ∈ Λ} such that xn → x. By continuity of inner product,

〈x, x〉 = lim
n→∞

〈x, xn〉 = 0.

(iii) ⇒ (i): Given x ∈ H, let y =
∑
λ∈Λ 〈x, eλ〉 eλ. Then x− y ⊥ eλ for all λ ∈ Λ, which implies x− y = 0.

(i) ⇔ (iv): We only prove (iv) ⇒ (i), the other direction is clear. Given x ∈ H, let y =
∑
λ∈Λ 〈x, eλ〉 eλ.

Then 〈x− y, y〉 = 0. By Pythagorean theorem, ‖x− y‖2 = ‖x‖2 − ‖y‖2 = 0, which implies x = y.

Following are some examples for orthonormal basis.

Example 1.32. Recall Example 1.28 (ii). The set

H =
{

1,
√

2 cosx,
√

2 sinx,
√

2 cos 2x,
√

2 sin 2x, · · · ,
√

2 cosnx,
√

2 sinnx, · · ·
}

is an orthonormal basis of L2([0, 2π]).

Proof. Following Theorem 1.31, it suffices to show that span H = L2([0, 2π]). Denote by

C∞c (0, 2π) :=
{
f ∈ C([0, 2π]) : f is smooth, {f 6= 0} ⊂ (0, 2π)

}
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the set of all smooth functions that have compact support in (0, 2π). Clearly, C∞c (0, 2π) ⊂ L2([0, 2π]).

Furthermore, for any f ∈ C∞c (0, 2π), the Fourier coefficients are given by

an(f) =
1

2π

∫ 2π

0

f(t)
√

2 cosnt dt = − 1√
2π

∫ 2π

0

f ′′(t) cosnt dt ⇒ |an(f)| ≤ ‖f
′′‖∞
n2

,

bn(f) =
1

2π

∫ 2π

0

f(t)
√

2 sinnt dt = − 1√
2π

∫ 2π

0

f ′′(t) sinnt dt, ⇒ |bn(f)| ≤ ‖f
′′‖∞
n2

.

Then the partial sum

(Snf)(x) =
1

2π

∫ 2π

0

f(t) dt+

n∑
k=1

(
an(f)

√
2 cosnx+ bn(f)

√
2 sinnx

)
converges uniformly on [0, 2π]. By Dini-Lipschitz criterion, Snf converges uniformly to f , and ‖f−Snf‖2 → 0.

Hence f ∈ span H , and L2([0, 2π]) = C∞c (0, 2π) ⊂ span H .

The following theorem reveals the existence of an orthonormal basis for a Hilbert space.

Theorem 1.33. Suppose A is an orthonormal system on a Hilbert spaceH. Then there exists an orthonormal

basis of H such that H ⊃ A. In other words, A can be expanded to an orthonormal basis of H.

Proof. As you can imagine, we use Zorn’s lemma. Denote

F = {B : B is an orthonormal system on H, B ⊃ A} ,

and order the elements of F by inclusion: B � B′ if B ⊂ B′. Let M = {Bλ, λ ∈ Λ} be a totally ordered

subset of F . Then the union

B =
⋃
λ∈Λ

Bλ

is an orthonormal system on H. To see this, choose distinct x, y ∈ B, and assume f ∈ Bλ1 , g ∈ Bλ2 . SinceM
is totally ordered, we have either Bλ1

⊂ Bλ2
or Bλ1

⊃ Bλ2
, which implies that f and g belongs to the same

orthonormal system. Clearly, B ⊃ A. Then B is an upper bound ofM in F , and we can apply Zorn’s lemma.

Let H be a maximal element in F , then H is an orthonormal basis. Otherwise, there exists x ∈ H\{0}
such that 〈x, eλ〉 = 0 for all eλ ∈H , which implies H ∪{x/‖x‖} ∈ F , contradicting the maximality of H !

1.2.4 The Projection Theorem

Review. Let (X, d) be a metric space, and let A be a subset of X. The distance from a point x ∈ X to A

is defined as

d(x,A) = inf
a∈A

d(x, a).

The function d(·, A) : X → R+ is continuous. To see this, fix ε > 0 and x0 ∈ X. Then there exists a ∈ A such

that d(x0, a) < d(x0, A) + ε/2. Once d(x, x0) < ε/2, we have

d(x,A) ≤ d(x, a) ≤ d(x0, x) + d(x0, a) < d(x0, A) + ε.

Similarly, d(x0, A) < d(x,A) + ε. Hence x 7→ d(x,A) is continuous.
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A projection of x on A is defined as a point a0 ∈ A such that d(x, a0) = d(x,A). In other words,

d(x, a0) = min
a∈A

d(x, a).

The existence of projection is not ensured. For example, consider the point x = −1 and the open interval (0, 1)

in Euclidean space R. Also, a point has possibly more than one projections on a set. For example, consider

the point z = 0 and the unit circle T = {eiθ, θ ∈ [0, 2π)} in the complex plane C.

In this section, we discuss the projection in context of Hilbert spaces.

Definition 1.34 (Convex sets). A subset C of a vector space X is said to be convex, if for all x, y ∈ C and

all t ∈ [0, 1], tx+ (1− t)y ∈ C.

Theorem 1.35. Let H be a Hilbert space, and let M be a closed convex subset of H. Then for all x ∈ H,

there exists a unique x0 ∈M such that ‖x− x0‖ = d(x,M) := infy∈M ‖x− y‖.

Proof. Choose a sequence (xn) of points of M such that ‖x− xn‖ → d(x,M). By the parallelogram law,

2‖x− xn‖2 + 2‖x− xm‖2 = 4

∥∥∥∥x− xn + xm
2

∥∥∥∥2

+ ‖xn − xm‖2, ∀n,m ∈ N.

Then 0 ≤ ‖xn − xm‖2 ≤ 2‖x − xn‖2 + 2‖x − xm‖2 − 4d(x,M)2 → 0, and (xn) is a Cauchy sequence. By

completeness of M , which is a closed subset of a complete space H, the sequence (xn) converges to some

x0 ∈M , and ‖x− x0‖ = limn→∞ ‖x− xn‖ = d(x,M).

To prove the uniqueness, suppose x′0 ∈M also satisfies the condition. Then

0 ≤ ‖x′0 − x0‖2 = 2
(
‖x− x0‖2 + ‖x− x′0‖2

)
− 4

∥∥∥∥x− x0 + x′0
2

∥∥∥∥2

≤ 0.

Hence ‖x′0 − x0‖ = 0, x0 = x′0.

Theorem 1.36 (Projection theorem). Let M be a closed subspace of a Hilbert space H. Then for all x ∈ H,

there exists unique x0 ∈M such that ‖x− x0‖ = d(x,M), and x− x0 ⊥M .

Proof. Following Theorem 1.35, it remains to show that x− x0 ⊥M . Given y ∈M , the vector x0 + ty lies in

M for all t ∈ R (or C). Then

d(x,M)2 ≤ ‖x− x0 − ty‖2 = ‖x− x0‖2 + |t|2‖y‖2 − 2Re (t〈y, x− x0〉) .

Let t = λ〈x − x0, y〉, then we have 2λ |〈x− x0, y〉|2 ≤ λ2‖y‖2 |〈x− x0, y〉|2 for all λ ∈ R, which holds only if

〈x− x0, y〉 = 0. Therefore x− x0 ⊥M .

We also have another version of projection theorem.

Theorem 1.37 (Projection theorem). Let M be a closed subspace of a Hilbert space H. Then for all x ∈ H,

there exists unique x0 ∈M and x1 ⊥M such that x = x0 + x1. Furthermore, ‖x− x0‖ = d(x,M).

Proof. We first prove the existence of x0 and x1. Note that M is closed in H, M is also a Hilbert space. By

Theorem 1.33, there exists an orthonormal basis {eλ, λ ∈ Λ1} of M , which can be expanded to an orthonormal
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basis {eλ, λ ∈ Λ2} of H such that Λ2 ⊃ Λ1. By Theorem 1.31,

x =
∑
λ∈Λ2

〈x, eλ〉 eλ =
∑
λ∈Λ1

〈x, eλ〉 eλ︸ ︷︷ ︸
=:x0∈M

+
∑

λ∈Λ2\Λ1

〈x, eλ〉 eλ︸ ︷︷ ︸
=:x1⊥M

.

For the uniqueness, suppose x = y0 + y1, where y0 ∈M and y1 ⊥M . Then x0 − y0 = y1 − x1, and

‖x0 − y0‖2 = 〈x0 − y0︸ ︷︷ ︸
∈M

, y1 − x1︸ ︷︷ ︸
⊥M

〉 = 0.

Hence x0 = y0, and x1 = y1.

Remark. Let M be a subspace of a Hilbert space H. We define the orthogonal complement of M of H as

the set M⊥ of all vectors in H that are orthogonal to every vector in M :

M⊥ = {x ∈ H : x ⊥M} .

By continuity of inner product, M⊥ is closed: Given a limit point x of M⊥, we can find a sequence xn in M⊥

that converges to x. Then for each y ∈M , 〈x, y〉 = limn→∞〈xn, y〉 = 0. As a result, M⊥ is complete.

If M is a closed subspace of H. Following the above proof, we can show that M⊥ = span {eλ, λ ∈ Λ2\Λ1}.
By Theorem 1.31, it suffices to show that for y ∈ M⊥, y =

∑
λ∈Λ2\Λ1

〈y, eλ〉eλ. This is clear, because

〈y, eλ〉 = 0 for all λ ∈ Λ1, and y =
∑
λ∈Λ2

〈y, eλ〉eλ. Following Theorem 1.37, every vector x ∈ H can be

uniquely decomposed as x = x0 + x1, where x0 ∈ M and x1 ∈ M⊥. That is, the Hilbert space H admits the

direct sum H = M ⊕M⊥.

Corollary 1.38. Let M be a closed subspace of a Hilbert space H. If M 6= H, then M⊥ 6= {0}.

Proof. Let x ∈ H be a vector that does not lie in M . For the decomposition x = x0 + x1, where x0 ∈M and

x1 ∈M⊥, we have x 6= x0. Hence x1 6= 0.

Corollary 1.39. Let M be a subspace of a Hilbert space H. Then M =
(
M⊥

)⊥
, and M⊥ =

(
M
)⊥

.

Furthermore, M⊥ = {0} if and only if M is dense in H.

Proof. Clearly, M ⊂
(
M⊥

)⊥
: Let x ∈M . Then

〈x, y〉 = 0, ∀y ∈M⊥ ⇒ x ∈
(
M⊥

)⊥
.

Since
(
M⊥

)⊥
is closed, we have M ⊂

(
M⊥

)⊥
. If M is a proper subspace of

(
M⊥

)⊥
, there exists nonzero

x ∈
(
M⊥

)⊥ ∩M⊥ ⊂ (M⊥)⊥ ∩M⊥. Then x ⊥ x, contradicting x 6= 0! Hence M =
(
M⊥

)⊥
.

Apply this to M⊥, we have M⊥ =
(
(M⊥)⊥

)⊥
=
(
M
)⊥

.

If M is dense in H, then M⊥ = H⊥ = {0}. Conversely, if M⊥ = {0}, then M =
(
M⊥

)⊥
= H.

Remark. For general subspace M of a Hilbert space H, we have H = M ⊕M⊥.
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1.3 Density and Separability

1.3.1 Dense sets

Definition 1.40 (Density). Let X be a topological space. Let A and B be subsets of X. Then A is said to

be dense in B if B ⊂ A.

Remark. The condition of density can be described as follows: A is dense in B, if for all x ∈ B and all

ε > 0, there exists a ∈ A such that d(x, a) < ε.

By definition, density is transitive: If A is dense in B and B is dense in C, then A is dense in C.

Example 1.41. Following are some instances for dense sets:

(i) The set of rational numbers Q is dense in the real line R.

(ii) (Stone-Weierstrass). The set of all polynomial functions P ([a, b]) on closed interval [a, b] is dense in the

space (C([a, b]), ‖ · ‖∞) of continuous functions on [a, b].

Example 1.42. Let (X,A , µ) be a measure space. The set of all simple functions

S =

{
n∑
k=1

ckχAk : n ∈ N, c1, · · · , cn ∈ R, A1, · · · , An ∈ A

}

is dense in Lp(X,A , µ), where 1 ≤ p <∞.

Proof. (i) We first consider bounded measurable functions that vanish outside a set A with finite measure.

Choose f ∈ Lp(X,A , µ) such that |f | ≤M for some M > 0, and {f 6= 0} ⊂ A for some µ(A) <∞. For n ∈ N,

we divide [−M,M ] into intervals of length not greater than n−1:

−M = y0 < y1 < · · · < ym = M +
1

2n
.

Define Ek = {x ∈ A : f(x) ∈ [yk−1, yk)}. The function fn =
∑m
k=1 ykχEk is simple, and |f − fn| < n−1. Note

that f is defined on a set A with finite measure,

0 ≤ ‖f − fn‖pp =

∫
X

|f − fn|pdµ ≤
1

np
µ(A)→ 0.

(ii) We then consider unbounded measurable functions that vanish outside a set A with finite measure.

Choose f ∈ Lp(X,A , µ) such that {f 6= 0} ⊂ A for some µ(A) <∞. Define the M -truncated function as

[f ]M (x) =


M, f(x) > M,

f(x), −M ≤ f(x) ≤M,

−M, f(x) < −M.

By monotone convergence theorem, ∫
X

|f |p dµ = lim
M→∞

∫
X

|[f ]M |p dµ.

Given ε > 0, we choose Mε such that∫
X

|f − [f ]Mε
|p dµ ≤

∫
X

|f |p dµ−
∫
X

|[f ]Mε
|p dµ < εp

2p
.
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By (i), there exists simple function g ∈ S such that
∫
X
|[f ]Mε

− g|p dµ < 2−pεp. Hence∫
X

|f − g|p dµ ≤ 2p−1

(∫
X

|f − [f ]Mε |
p
dµ+

∫
X

|[f ]Mε − g|
p
dµ

)
< εp.

(iii) Now we prove the general case. Let f ∈ Lp(X,A , µ) and ε > 0 be given. For n ∈ N, we define the

level set Fn = {x ∈ X : |f |p > n−1}. Then µ(Fn) ≤ n‖f‖pp <∞, and {f 6= 0} =
⋃∞
n=1 Fn.

Consider the sequence fχFn , which converges to f pointwise. By monotone convergence theorem,∫
|f |p dµ = lim

n→∞

∫
|fχFn |

p
dµ.

Hence there exists Nε such that for all n ≥ Nε,∫
X

|f − fχFn |
p
dµ ≤

∫
X

|f |p dµ−
∫
X

|fχFn |
p
dµ <

εp

2p
.

By (ii), there exists simple function h ∈ S such that
∫
X
|fχFn − h|p dµ < 2−pεp, which implies∫

X

|f − h|p dµ ≤ 2p−1

(∫
X

|f − fχFn |
p
dµ+

∫
X

|fχFn − h|
p
dµ

)
< εp.

Then we conclude the proof.

Example 1.43. Following Example 1.42, the set S of all simple functions is dense in L∞(X,A , µ).

Proof. Let f ∈ L∞(X,A , µ). Then the bad set E = {x ∈ X : f(x) > ‖f‖∞} has zero measure. For n ∈ N, we

divide [−‖f‖∞, ‖f‖∞] into intervals of length not greater than n−1:

−‖f‖∞ = y0 < y1 < · · · < ym = ‖f‖∞ +
1

2n
.

Define Ak = {x ∈ X : f(x) ∈ [yk−1, yk)}. Then the function fn =
∑m
k=1 ykχAk ∈ S satisfies

sup
x∈X\E

|f(x)− fn(x)| ≤ 1

n
⇒ 0 ≤ ‖f − fn‖∞ ≤

1

n
→ 0.

Hence S is dense in L∞(X,A , µ), as desired.

Review: Compact supported functions. Let X be a topological space. The support of function f : X →
R is defined as the closure of the set of all points in X not mapped to zero by f :

supp f = {x ∈ X : f(x) 6= 0} = {f 6= 0}.

If the support of f is compact in X, f is said to be compactly supported. Following this definition, any function

defined on a closed interval [a, b] can be extended to a compactly supported function on R.

The set of all continuous compactly supported functions on X is denoted by Cc(X). If f ∈ Cc(X), then f

is uniformly continuous on supp f . Note that f = 0 outside supp f , we have that f is uniformly continuous on

X, which implies Cc(X) ⊂ C0(X). Furthermore, by extreme value theorem, f has maximum and minimum

on supp f , which implies that f is uniformly bounded on X, i.e. maxx∈X |f(x)| <∞.
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Review: Radon measure. A Radon measure on a topological space X is a Borel measure µ such that

(i) µ is finite on all compact sets, i.e. µ(K) <∞ for all compact K ⊂ X;

(ii) µ is outer regular on all Borel sets, i.e., for all Borel set B ⊂ X,

µ(B) = inf{µ(U) : U ⊃ B, U is open};

(iii) µ is inner regular on all open sets, i.e., for all open set U ⊂ E,

µ(U) = sup{µ(K) : K ⊂ E, K is compact}.

Let (X,B) be a Borel measurable space, and let µ be a Radon measure on B. Since every compact set in

X has finite measure, the compactly supported functions are always integrable:

‖f‖p =

(∫
X

|f |pdµ
)1/p

=

(∫
supp f

|f |pdm
)1/p

≤ µ(supp f)1/p‖f‖ <∞.

Hence Cc(X) ⊂ Lp(X) for all 1 ≤ p ≤ ∞.

Example 1.44. Let X be a locally compact Hausdorff space. Let B be the Borel σ-algebra, and let µ be a

Radon measure. Then Cc(X) is dense in Lp(R,B, µ), where 1 ≤ p <∞.

Proof. Since the set of all simple functions S is dense in Lp(X), it suffices to approximate each simple function

χE ∈ S in Lp norm, where E is a Borel set. For any ε > 0, we pick an open set U and a compact set K such

that K ⊂ E ⊂ U and µ(U\K) < ε. By Urysohn’s lemma, there exists f ∈ Cc(X) such that χK ≤ f ≤ χU .

Then ‖χE − f‖pp ≤ µ(U\K) ≤ ε.

Remark. Particularly, since the Lebesgue measure, restricted to the Borel sets, is a Radon measure, we have

Cc(Rn) ⊂ Lp(Rn) for 1 ≤ p <∞.

Review: Convolution. Let f, g : R→ R be Lebesgue measurable functions. Define the bad set as

E(f, g) :=

{
x ∈ R :

∫
R
|f(x− y)g(y)| dy =∞

}
.

The convolution of f and g is the function f ∗ g : R→ R defined by

(f ∗ g)(x) =


∫
R f(x− y)g(y) dy, x /∈ E(f, g),

0, x ∈ E(f, g).

Clearly, the convolution operation is commutative and associative, i.e. f ∗g = g ∗f , and (f ∗g)∗h = f ∗ (g ∗h).

Furthermore, the distributivity of convolution with respect to functional addition immediately follows.

Proposition 1.45 (Properties of convolution). Let f, g : R→ R be Lebesgue measurable functions.

(i) If f, g ∈ L1(R), then µ(E(f, g)) = 0, f ∗ g ∈ L1(R), and∫
R
(f ∗ g) dm =

∫
R
f dm

∫
R
g dm. (1.15)

(ii) If f ∈ C0(R) and g ∈ L1(R), then f ∗ g ∈ C0(R).

25



Proof. (i) Define F : R2 → R, (x, y) 7→ f(x) and G : R2 → R, (x, y) 7→ g(y). Then for all α ∈ R, both

F−1((α,∞)) = f−1((α,∞)) × R and G−1((α,∞)) = R × g−1((α,∞)) are Lebesgue measurable sets in R,

which implies that both F and G are measurable, as well as their product F · G : (x, y) 7→ f(x)g(y). Let

T (x, y) = (x− y, y) be a linear transformation. Then the composition H = (F ·G) ◦ T : (x, y) 7→ f(x− y)g(y)

is measurable. By Tonelli’s theorem,∫
R2

|H| dm2 =

∫
R

(∫
R
|f(x− y)| |g(y)| dx

)
dy = ‖f‖1‖g‖1.

Hence H : R2 → R is integrable. By Fubini’s theorem, for a.e. x ∈ R, y 7→ H(x, y) is integrable, hence

µ(E(f, g)) = 0. Furthermore, the function f ∗ g : x 7→
∫
RH(x, y) dy is also integrable, that is, f ∗ g ∈ L1(R).

The equation (1.15) follows from Fubini’s theorem.

(ii) Given ε > 0. By uniform continuity of f , there exists η > 0 such that |f(x) − f(x′)| < ε/‖g‖1 for all

|x− x′| < η, . As a result, we have

|(f ∗ g)(x)− (f ∗ g)(x′)| =
∣∣∣∣∫

R
[f(x− y)− f(x′ − y)] g(y) dy

∣∣∣∣
≤
∫
R
|f(x− y)− f(x′ − y)| |g(y)| dy < ε

for all x, x′ ∈ R such that |x− x′| < η.

Proposition 1.46 (Convolution of compactly supported functions). Let f, g : R→ R.

(i) If f, g ∈ L1(R), then supp (f ∗ g) ⊂ supp f + supp g := {x+ y : x ∈ supp f, y ∈ supp g}. Furthermore,

if both f and g are compactly supported on R, then f ∗ g is also compactly supported. In this case,

supp (f ∗ g) ⊂ supp f + supp g.

(ii) Let 1 ≤ p ≤ ∞, and let k ∈ N0. If f ∈ Ckc (R) and g ∈ Lp(R), then f ∗ g ∈ Ck0 (R). Furthermore,

differentiation commutes with convolution, i.e.,

Dj(f ∗ g) = Djf ∗ g, j = 0, 1, · · · , k,

where Djf = f (j) stands for the j-th derivative.

(iii) Let 1 ≤ p ≤ ∞. If f ∈ C∞c (R) and g ∈ Lp(R), then f ∗ g ∈ C∞0 (R). Similarly, differentiation commutes

with convolution, i.e., Dk(f ∗ g) = Dkf ∗ g for all k ∈ N0.

Remark. Combining (ii) and (iii), we obtain a useful conclusion stated as follows: Let 1 ≤ p ≤ ∞ and

k ∈ N0 ∪ {∞}. If f ∈ Ckc (R) and g ∈ Lp(R) is compactly supported, then f ∗ g ∈ Ckc (R).

Proof of Proposition 1.46. (i) Let f, g ∈ L1(R). Take any x ∈ R. Note that

(f ∗ g)(x) =

∫
R
f(x− y)g(y) dy =

∫
(x−supp f)∩supp g

f(x− y)g(y) dy.

For x /∈ supp f + supp g, we have (x− supp f) ∩ supp g = ∅, which implies (f ∗ g)(x) = 0. Hence

(f ∗ g)(x) 6= 0 ⇒ x ∈ supp f + supp g ⇒ supp (f ∗ g) ⊂ supp f + supp g.

If f, g ∈ Cc(R), then supp f and supp g are compact in R. Define φ(x, y) = x+ y, which is a continuous map

on R2. Then supp f + supp g = φ(supp f × supp g) is also compact. Hence supp f + supp g is closed, and

supp (f ∗ g) as a closed subset is also compact, which implies f ∗ g ∈ Cc(R).
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(ii) Step I: We first show the case k = 0. Let q = p/(p − 1). Note that f is continuous and compact

supported, then m(supp f) <∞, f is uniformly continuous, and ‖f‖∞ = maxx∈supp f |f(x)| <∞. By Hölder’s

inequality, for all x ∈ R, we have∫
R
|f(x− y)| |g(y)| dy ≤ ‖f‖q‖g‖p ≤ m

(
supp f

)1/q‖f‖∞‖g‖p <∞.
Then f ∗ g is well-defined on R. To show the uniform continuity of f ∗ g, we fix ε > 0 and let η be such that

|x− x′| < η implies |f(x)− f(x′)| < ε. Then

|(f ∗ g)(x)− (f ∗ g)(x′)| =
∣∣∣∣∫

R
[f(x− y)− f(x′ − y)] g(y) dy

∣∣∣∣
≤ m

(
supp f

)1/q ‖g‖p ε.
Step II: We prove the case k = 1. It suffices to show the interchangeability of derivative and integral.

Given any quantity δ → 0, we have

(f ∗ g)(x+ δ)− (f ∗ g)x

δ
=

∫
R

f(x+ δ − y)− f(x− y)

δ
g(y) dy. (1.16)

Since f ∈ C1
c (R), by Lagrange’s mean value theorem, there exists ξ ∈ [0, 1] such that∣∣∣∣f(x+ δ − y)− f(x− y)

δ

∣∣∣∣ = |f ′(x+ ξδ − y)| , (1.17)

Note that f ′ is also continuous and compactly supported on R, the RHS of (1.17) is bounded by ‖f ′‖∞ <∞,

and the integrand in (1.16) is dominated by an integrable function ‖f ′‖∞g. Using Lebesgue’s dominate

convergence theorem, we have

lim
δ→0

∫
R

f(x+ δ − y)− f(x− y)

δ
g(y) dy =

∫
R
f ′(x− y)g(y) dy.

Therefore (f ∗ g)′ = f ′ ∗ g. Since f ′ ∈ Cc(R), we have (f ∗ g)′ ∈ C0(R), and f ∗ g ∈ C1
0 (R).

Step III: Use induction. Suppose our conclusion holds for Ck−1
c (R). For each f ∈ Ckc (R) ⊂ Ck−1

c (R),

Dk−1f ∈ C1
c (R). By Step II, we have

Dk(f ∗ g) = D(Dk−1(f ∗ g)) = D(Dk−1f ∗ g) = (Dkf) ∗ g,

which is uniformly continuous on R. Hence f ∗ g ∈ Ckc (R).

(iii) Note that C∞c (R) =
⋂∞
k=0 C

k
c (R), we have Dk(f ∗ g) = Dkf ∗ g for all k ∈ N0. Following Step II,

Dkf ∈ Cc(R) implies Dk(f ∗ g) ∈ C0(R) for all k ∈ N0. Hence f ∗ g ∈
⋂∞
k=0 C

k
0 (R) = C∞0 (R).

Review: Translation operators. Let X be a vector space, let Y X be the set of functions f : X → Y , and

let s be a vector X. The translation operator τs : Y X → Y X is defined as

(τsf)(x) = f(x− s), ∀f ∈ Y X .

Proposition 1.47. Let 1 ≤ p <∞. For any f ∈ Cc(R),

lim
s→0
‖τsf − f‖p → 0. (1.18)
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Proof. Let f ∈ Cc(R). The collection of functions {τsf : |s| ≤ 1} has a common support

K =
⋃

s∈[−1,1]

supp (τsf) = supp f + [−1, 1] = {x+ y : x ∈ supp f, y ∈ [−1, 1]} = φ(supp f × [−1, 1]),

which is compact as the image of a compact set under a continuous map φ : R2 → R, (x, y) 7→ x+ y.

By uniform continuity of f , given ε > 0, there exists δ > 0 such that |f(x)− f(y)| < ε for all |x− y| < δ.

Then for any s < |min(δ, 1)|, we have

‖τsf − f‖pp =

∫
K

|f(x− s)− f(x)|pdx ≤ µ(K) εp.

Since µ(K) <∞, and ε is arbitrary, we conclude that ‖τsf − f‖p → 0 as s→ 0.

Example 1.48. For 1 ≤ p <∞, C∞c (R) is dense in Lp(R).

Proof. Let f ∈ Cc(R). Then We choose a function φ ∈ C∞c (R) such that
∫
R φdm = 1, for example,

ψ(t) = exp

(
1

t2 − 1

)
χ[−1,1](t), φ(x) =

ψ(x)∫ 1

−1
ψ(t) dt

,

and define φε(x) = 1
εφ
(
x
ε

)
for ε > 0. By Proposition 1.46, f ∗ φε ∈ C∞c (R), and

∫
R
|(f ∗ φε)(x)− f(x)|p dx =

∫
R

∣∣∣∣∣
∫

[−ε,ε]
(f(x− y)− f(x))φε(y) dy

∣∣∣∣∣
p

dx

≤
∫
R

∫
[−ε,ε]

|(f(x− y)− f(x))|p φε(y) dydx (By Jensen’s inequality)

=

∫
[−ε,ε]

φε(y)‖τyf − f‖pp dy

≤ sup
y∈[−ε,ε]

‖τyf − f‖pp.

which converges to 0 as ε→ 0 by Proposition 1.47. Since Cc(R) is dense in Lp(R), the result follows.

Remark. In fact, the limit (1.18) in Proposition 1.47 remains zero for all f ∈ Lp(R). Fix ε > 0, there exists

g ∈ C∞c (R) such that ‖f − g‖∞ < ε/3 by Example 1.48. Choose δ such that ‖τsg − g‖p < ε/3 for all |s| < δ.

Then for all ∈ (−δ, δ),

‖τsf − f‖p ≤ ‖τsf − τsg‖p + ‖τsg − g‖p + ‖g − f‖p = 2‖f − g‖+ ‖τsg − g‖p < ε.

Similarly, we have the following conclusion similar to Example 1.48.

Example 1.49. Denote by C∞c (a, b) the set of functions f : [a, b]→ R such that f is smooth and compactly

supported in (a, b), i.e. supp f ⊂ (a, b). Then C∞c (a, b) is dense in Lp([a, b]), where 1 ≤ p <∞.
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1.3.2 Separable sets

Definition 1.50 (Separability). Let X be a topological space. Then X is said to be separable if it has a

countable dense subset.

Example 1.51. Following are some instances for separable spaces.

(i) The space Rn is separable, since Qn is a countable dense subset.

(ii) The spaces C([a, b]) and Lp([a, b]), 1 ≤ p <∞ are separable: The set P ([a, b]) of all polynomials on [a, b]

is dense in C([a, b]), and the set of all polynomials with rational coefficients is dense in P ([a, b]).

(iii) If (X, d) is separable, so is (A, d), where A ⊂ X.

Proof of (iii). Let D = {xn, n ∈ N} be a countable dense subset of X. Then we have X ⊂ O(xn, ε) for all

ε > 0. For every n, k ∈ N, choose arbitrary yn,k ∈ A ∩ O(xn, 1/k) provided it is not empty. Given y ∈ A and

ε > 0, we choose an integer k > 2/ε. By density of D, there exists xn ∈ D such that d(y, xn) < ε/2. Moreover,

A ∩O(xn, 1/k) is not empty since it contains y. Then

d(y, yn,k) ≤ d(y, xn) + d(xn, yn,k) <
ε

2
+

1

k
< ε.

Hence {yn,k : n, k ∈ N} is dense in A.

Example 1.52. Let U ⊂ R be Lebesgue measurable with µ(U) > 0. If 1 ≤ p <∞, then Lp(U) is separable.

Proof. Consider the set of countably many functions in Lp(U):

D :=


n∑
j=1

cjχ(aj ,bj)∩U : n ∈ N, a1, b1, c1, · · · , an, bn, cn ∈ Q


For any f ∈ Lp(R), approximate it with functions in D as follows: (i) By Example 1.42, approximate f by

a simple function ϕ =
∑m
i=1 riχAi , with m(Ai) < ∞ for each i. (ii) By Littlewood’s first principle, we can

approximate each Lebesgue measurable set Ai with a finite collection of disjoint open intervals {(sij , tij)}nij=1.

Then we obtain a simple function φ =
∑m
i=1

∑ni
j=1 riχ(sij ,tij) near to ψ; (iii) Approximate φ by rational

coefficients and endpoints.

According to the above procedure, D is dense in Lp(U).

Remark. The space L∞(R) is not separable. To see this, consider the set A = {χ(−∞,t], t ∈ R}. For any

two distinct functions f and g in A, we have ‖f − g‖∞ = 1. Then any proper subset of A is not dense in A,

and A is not separable. As a result, L∞(R) is not separable.
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1.4 Completeness

1.4.1 Complete metric spaces

Lemma 1.53. The following statements are true.

(i) (Lemma 1.6) A closed subspace of a complete metric space is complete.

(ii) (Lemma 1.7, subsequence criterion) A metric space (X, d) is complete if every Cauchy sequence in X

has a convergent subsequence.

(iii) If A is a dense subset of a metric space (X, d), and every Cauchy sequence in A converges to some point

of X, then (X, d) is complete.

Proof of (iii). Let (xn) be a Cauchy sequence in X. Since A = X, there exists find an ∈ A such that

d(an, xn) < 1/n for each n ∈ N. Fix ε > 0. Then there exists N such that d(xn, xm) < ε/3 for all n,m ≥ N .

By setting n,m ≥ max{N, 3ε−1}, we have

d(an, am) ≤ d(an, xn) + d(xn, xm) + d(xm, am) < ε.

Hence (an) is a Cauchy sequence in A, and it converges to some x ∈ X. Since d(xn, an)→ 0, and d(an, x)→ 0,

we have d(xn, x)→ 0, which concludes the proof.

Example 1.54 (Quotient spaces). Let M be a subspace of a vector X. For x, y ∈ X, define x ∼ y if and

only if x− y ∈M . Then ∼ is an equivalence relation on X. We define the quotient space X/M as

X/M := X/ ∼ = {[x] : x ∈ X}, where [x] := {x+ y : y ∈M} is an equivalence class.

The quotient map is defined as π : X → X/M,x 7→ x. Clearly, X/M forms a vector space, if we set

[x] + [y] = [x+ y] and α[x] = [αx], where x, y ∈ X and α ∈ R (or C), and let [0] be the zero element.

If X is a normed space and M is a closed subspace of X, then we define a norm ‖ · ‖ on X/M by

‖[x]‖ = d(x,M) = inf
y∈M
‖x− y‖.

It is easy to verify that ‖ · ‖ satisfy the conditions in Definition 1.13. Moreover, ‖ · ‖ is well-defined, because

x ∼ y implies ‖[x]‖ = ‖[y]‖.

Note that we require M to be closed. Otherwise, there exists x ∈ X\M such that x is a limit point of M ,

and there exists a sequence (xn) of points of M such that xn → x. As a result, ‖[x]‖ = infy∈M ‖x − y‖ = 0.

However [x] 6= [0], a contradiction! In this case, ‖ · ‖ is merely a seminorm on X/M .

Claim. If (X, ‖ · ‖) is a Banach space, so is (X/M, ‖ · ‖).

Proof. Let ([xn]) be a Cauchy sequence of points of X/M . Then for all ε > 0, there exists N ∈ N such that

‖[xn]− [xm]‖ = infy∈M ‖xn − xm − y‖ < ε for all n,m ≥ N . We choose a subsequence nk such that

inf
y∈M
‖xnk+1

− xnk − y‖ < 2−k, k ∈ N.

Then there exists yk ∈M such that ‖xnk+1
− xnk − yk‖ < 2−k. We define another sequence

(
x′nk
)

by

x′n1
= xn1

, x′n2
= xn2

− y1, · · · , x′nk = xnk +

k−1∑
j=1

(−1)k−jyj , · · · .
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By definition,
∥∥x′nk+1

−x′nk
∥∥ < 2−k, and x′nk −xnk ∈M , which implies [x′nk ] = [xnk ]. Then

(
x′nk
)

is a Cauchy

sequence in Banach space (X, ‖ · ‖), which converges to some x′ ∈ X.

As a result, the subsequence [xnk ] converges to [x′] ∈ X/M :

0 ≤ ‖[xnk ]− [x′]‖ =
∥∥[x′nk ]− [x′]

∥∥ = inf
y∈M

∥∥x′nk − x′ − y∥∥ ≤ ∥∥x′nk − x′∥∥→ 0.

By subsequence criterion (Lemma 1.53), X/M is a Banach space.

Example 1.55 (Functions of bounded variation). Let V ([a, b]) be the set of all functions f : [a, b] → R of

bounded variation, i.e., the total variation of f on [a, b] is bounded:

V ba (f) := sup

{
n∑
i=1

|f(xi)− f(xi−1)| : n ∈ N, a = x0 < x1 < · · · < xn = b

}
<∞.

For all f ∈ V ([a, b]), we define the norm

‖f‖ = |f(a)|+ V ba (f).

Then (V ([a, b]), ‖ · ‖) is a normed space.

Let V0([a, b]) be the subspace of V ([a, b]), which consists of all functions f : [a, b] → R such that f is of

bounded variation, f(a) = 0 and that f is right-continuous on (a, b). We continue to use the norm ‖ · ‖ on

V ([a, b]), which becomes ‖f‖ = V ba (f) for f ∈ V0([a, b]). Then (V0([a, b]), ‖ · ‖) is also a normed space.

Claim. V ([a, b]) and V0([a, b]) are Banach spaces.

Proof. (i) We first show that V ([a, b]) is Banach. Let (fn) be a Cauchy sequence in V ([a, b]), i.e. for all ε > 0,

there exists N such that |fn(a)− fm(a)|+ V ba (fn − fm) < ε for all n,m ≥ N . Given x ∈ [a, b],

|fn(x)− fm(x)| ≤ |fn(a)− fm(a)|+ |(fn(x)− fm(x))− (fn(a)− fm(a))|

≤ |fn(a)− fm(a)|+ V ba (fn − fm).

Then fn(x) is a Cauchy sequence, which converges to some f(x) ∈ R. Hence we obtain a function f on [a, b]

to which fn converges pointwise.

Let a = x0 < x1 < · · · < xk = b be any partition of [a, b]. Then we have

k∑
j=1

|f(xj)− f(xj−1)| ≤
k∑
j=1

|f(xj)− fn(xj)|+
k∑
j=1

|fn(xj)− fn(xj−1)|+
k∑
j=1

|fn(xj−1)− f(xj−1)|

≤
k∑
j=1

|f(xj)− fn(xj)|+
k∑
j=1

|fn(xj−1)− f(xj−1)|︸ ︷︷ ︸
(a)

+V ba (fn)︸ ︷︷ ︸
(b)

.

The term (a) converges to zero, since fn converges to f pointwise. Hence it suffices to bound term (b). Note

that (fn) is a Cauchy sequence, there exists N such that ‖fn − fm‖ < 1 for all n,m ≥ N . Then the sequence

is uniformly bounded by M = {‖f1‖, · · · , ‖fN−1‖, 1 + ‖fN‖}, and V ba (fn) ≤ ‖fn‖ ≤ M for all n ∈ N. Since

the partition a = x0 < x1 < · · · < xn = b is arbitrary, the total variation of f is also bounded by M .

Now it remains to show ‖f − fn‖ → 0. Note that fn(a)→ f(a), we need to show V na (f − fn)→ 0. Given

31



ε > 0, we choose N such that ‖fn − fm‖ < ε for all n ≥ N . Then

k∑
j=1

|(fm − fn)(xj)− (fm − fn)(xj−1)| < ε

holds for all partition a = x0 < x1 < · · · < xn = b and all n,m ≥ N . Let m → ∞. Since fn converges to f

pointwise, we have ‖f − fn‖ < ε, as desired.

(ii) To show V0([a, b]) is Banach, it suffices to show that V0([a, b]) is a closed subspace of V ([a, b]). Let fn

be a sequence of functions in V0([a, b]) that converges to f ∈ V ([a, b]) in sense that ‖fn − f‖ → 0. It suffices

to show that f is right-continuous.

Let x ∈ (a, b) and ε > 0 be given. Then there exists N such that ‖f − fN‖ < ε/3, which implies

|f(x+ h)− f(x)| ≤ |f(x+ h)− fN (x+ h)|+ |fN (x+ h)− fN (x)|+ |fN (x)− f(x)|

≤ |fN (x+ h)− fN (x)|+ 2‖fN − f‖

< |fN (x+ h)− fN (x)|+ 2ε/3.

Moreover, by right continuity of fN , there exists δ > 0 such that |fN (x+ h)− fN (x)| < ε/3 for all h ∈ (0.δ).

Hence |f(x + h) − f(x)| < ε for all h ∈ (0, δ). As a result, limh→0+ |f(x + h) − f(x)| = 0, which implies the

right continuity of f .

Theorem 1.56. Let (X, ‖ · ‖) be a finite-dimensional normed space. Then X is complete.

Proof. Suppose dimX = n. Choose a basis of X : e1, · · · , en. We claim that there exists c1, c2 > 0 such that

for all x =
∑n
i=1 xiei ∈ X,

c1

(
n∑
i=1

x2
i

)
≤ ‖x‖ ≤ c2

(
n∑
i=1

x2
i

)
.

We consider the unit sphere

Sn−1 =

{
n∑
i=1

xiei : x2
1 + · · ·+ x2

n = 1

}

in Rn, and the map f : Sn−1 → R, (x1, · · · , xn) 7→ ‖
∑n
i=1 xiei‖, which is continuous. By compactness of

Sn−1, there exists c1, c2 > 0 such that f(Sn−1) ⊂ [c1, c2]. By homogeneity of norm, the claim is satisfied.

As a result, any sequence in X converges relative to ‖ · ‖2 also converges relative to ‖ · ‖. Since the space

(Rn, ‖ · ‖2) is complete, (X, ‖ · ‖) is also complete.

Corollary 1.57. Let L be a finite-dimensional subspace of a normed space X. Then L is closed in X.

Example 1.58. The space (C([0, 1]), ‖ · ‖1), which is a subspace of L1([0, 1]), is not complete. Define

fn(x) =


1, 0 ≤ x ≤ 1

2 ,

1− n(x− 1/2), 1
2 ≤ x ≤

1
2 + 1

n ,

0, 1
2 + 1

n ≤ x ≤ 1,

which converges to χ[0,1/2] pointwise. As a result, ‖fn − χ[0,1/2]‖ = 1/2n → 0. Thus we obtain a Cauchy

sequence in C([0, 1]) that does not converges in (C([0, 1]), ‖ · ‖1).
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Now we introduce the nested sequence theorem.

Theorem 1.59 (Nested sphere theorem). Let (X, d) be a complete metric space. Let

Bn = {x ∈ X : d(x, xn) ≤ εn}

be a sequence of monotone decreasing closed spheres: B1 ⊃ B2 ⊃ · · · ⊃ Bn ⊃ Bn+1 ⊃ · · · . If limn→∞ εn = 0,

then there exists a unique ξ ∈
⋂∞
n=1Bn.

Proof. For any n ≥ m, xn ∈ Bn ⊂ Bm, then d(xn, xm) ≤ εn. Since limn→∞ εn = 0, (xn) is a Cauchy sequence

in X, which converges to some x by completeness of X. Let m → ∞, we have d(x, xn) ≤ εn, which implies

x ∈ Bn for all n ∈ N. Hence x ∈
⋃∞
n=1Bn.

To show uniqueness, let y ∈
⋃∞
n=1Bn. Then x, y ∈ Bn for all n ∈ N, and d(x, y) ≤ 2εn → 0.

The depiction of nested sequence also implies completeness of the corresponding metric space.

Theorem 1.60. Let (X, d) be a metric space in which the nested sphere theorem (Theorem 1.59) holds.

Then (X, d) is complete.

Proof. Let (xn) be a Cauchy sequence in X, we choose a subsequence (xnk) such that d(xnk , xnk+1
) ≤ 2−k.

Then for all m ≥ k, d(xnk , xnm) ≤ 2−k+1. We choose sequence of closed sphere Bk = B(xnk , 2
−k+1), then we

have B1 ⊃ B2 ⊃ · · · and limk→∞ 2−k+1 = 0. As a result, there exists a unique x ∈
⋃∞
n=1Bn to which (xnk)

converges.

1.4.2 Completion

We consider the procedure from incomplete to complete space.

Definition 1.61 (Completion). Let (X, d) be a metric space. A complete metric space (Y, d̃) is said to

be a completion of (X, d), if there exists an injective mapping ι : X → Y such that (i) ι is isometric, i.e.

d̃(ι(x), ι(x′)) = d(x, x′) for any pair x, x′ ∈ X, and (ii) ι(X) = Y . In this case, ι is called an imbedding.

The following theorem states that every incomplete metric space has at least one completion.

Theorem 1.61 (Existence of a completion). Let (X, d) be a metric space. Then there exists a completion

of (X, d). Namely, there exists an isometric imbedding from X to a complete metric space.

Proof. We construct a complete metric space which consists of equivalence classes of Cauchy sequences in X.

Step I: Let Y ′ be the set of all Cauchy sequences x = (x1, x2, · · · ) in X. Let d′(x,y) := limn→∞ d(xn, yn).

Then d′ is a pseudometric on Y ′, that is, d′ : Y ′ × Y ′ → R+ satisfies symmetry and triangle inequality.

Step II: Define a relation ∼ on Y ′: for x = (xn) and y = (yn) in Y ′,

x ∼ y
def.⇔ lim

n→∞
d(xn, yn) = 0.

It is clear that ∼ is an equivalence relation on Y ′, i.e., ∼ has reflexivity, symmetry and transitivity. Let

Ỹ = Y ′/ ∼ be the set of equivalence classes on Y ′, and define d̃ : Ỹ × Ỹ → R+ as

d̃([x], [y]) = lim
n→∞

d(xn, yn).

Note that d̃([x], [y]) = d′(x,y). Following Step I, d̃ is a metric on Ỹ .
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Step III: Define ι : X → Ỹ , x 7→ [(x, x, · · · )], which maps a point of X to an equivalence class of a constant

sequence. Clearly, d̃(ι(x), ι(y)) = d(x, y), which implies that ι is an isometric imbedding.

Now we show that ι(X) = Ỹ . Given any Cauchy sequence x = (xn) ∈ Y ′, we have

lim
n→∞

d̃(ι(xn), [x]) = lim
n,m→∞

d(xn, xm) = 0,

which implies [x] ∈ ι(X). Since x is arbitrary, we have ι(X) = Ỹ .

Step IV: It remains to show the completeness of (Ỹ , d̃). By Lemma 1.53 (iii), it suffices to show that every

Cauchy sequence in ι(X) converges in Ỹ .

Let {[x(n)]}n∈N be a Cauchy sequence in ι(X), where x(n) = (xn, xn, · · · ) for each n ∈ N. By definition,

d̃([x(n)], [x(m)]) = d(xn, xm), which implies that x = (xn) is a Cauchy sequence in X. Moreover,

lim
n→∞

d̃
(

[x(n)], [x]
)

= lim
n→∞

[
lim
k→∞

d(xn, xk)

]
= 0,

which implies [x(n)]→ [x] ∈ Ỹ . Therefore we obtain a completion of X.

By construction, we showed that every metric space has at least one completion. Naturally, we wonder if

the completion is unique. We have the following theorem.

Theorem 1.62 (Uniqueness of the completion). The completion of a metric space (X, d) is uniquely de-

termined up to an isometry. Namely, if ι1 : X → Y1 = ι1(X) and ι2 : X → Y2 = ι2(X) are two isometric

imbeddings from X to a complete metric space, then there exists an isometric bijection from Y1 to Y2.

Proof. Step I: Define map φ0 : ι1(X) → ι2(X), ι1(x) 7→ ι2(x), which is bijective and isometric from ι1(X) to

ι2(X). We extend φ0 to φ : Y1 → Y2 as follows: Given y1 ∈ Y1, choose a sequence (xn) of points of X such

that dY1(ι1(xn), y1)→ 0, which is feasible because Y1 = ι1(X), and define

φ(y1) = lim
n→∞

φ0(ι1(xn)) = lim
n→∞

ι2(xn).

Step II: check that φ is well-defined. Since (ι1(xn)) converges to y1 ∈ Y1, it is a Cauchy sequence in Y1.

Note that ι1 and ι2 are isometric, (xn) is a Cauchy sequence in X, and (ι2(xn)) is a Cauchy sequence in Y2.

By completeness of Y2, (ι2(xn)) converges to some point y2 of Y2.

Suppose (x′n) is another sequence of points of X such that ι1(x′n)→ y1. Repeat the above procedure, there

exists y′2 ∈ Y2 such that ι2(x′n)→ y′2. Moreover,

dY2
(y2, y

′
2) = lim

n,m→∞
dY2

(ι2(xn), ι2(x′m)) = lim
n,m→∞

d(xn, x
′
m) = lim

n,m→∞
dY1

(ι1(xn), ι1(x′m)) = dY1
(y1, y1) = 0.

Hence y2 = y′2. Therefore, φ : Y1 → Y2 is well-defined and agrees with ι2 ◦ ι−1
1 on ι1(X).

Step III: It remains to show that φ is isometric. Given y, y′ ∈ Y1, we choose two sequences (xn) and (x′n)

from X such that ι1(xn)→ y and ι1(x′n)→ y′. Then we have

dY2
(φ(y), φ(y′)) = lim

n,m→∞
dY2

(ι2(xn), ι2(x′m)) = lim
n,m→∞

d(xn, x
′
m) = lim

n,m→∞
dY1

(ι1(xn), ι1(x′m)) = dY1
(y, y′).

Hence φ is an isometric bijection from Y1 to Y2.

Remark. Combining Theorem 1.61 and Theorem 1.62, we conclude that for every metric space, there exists

a unique completion up to an isometry.

34



1.4.3 Contraction mappings and Banach Fixed Point Theorem

Review: Newton’s method. To solve a equation f(x) = 0, x ∈ [a, b], where f is differentiable, define

T (x) = x− f(x)

f ′(x)
.

We choose x0 ∈ [a, b], and update xn+1 = T (xn). In appropriate conditions, xn → x such that f(x) = 0.

Review: Picard’s method for ordinary differential equations. To solve the ODEdy
dx = f(x, y),

y(x0) = y0,
⇒ y(x) = y0 +

∫ x

x0

f(s, y(s))ds. (1.19)

For appropriate f , let ϕ0(x) ≡ y0. Update:

ϕn+1(x) = y0 +

∫ x

x0

f(s, φn(x))ds.

Then ϕn ⇒ ϕ, where ϕ is the solution of ODE (1.19).

Definition 1.63 (Fixed points). Let X be a nonempty set, and let φ : X → X. If there exists x∗ ∈ X such

that φ(x∗) = x∗, then x∗ is said to be a fixed point of X.

Definition 1.64 (Contraction mappings). Let (X, d) be a metric space, and let φ : X → X. If there exists

γ ∈ (0, 1) such that d(φ(x), φ(y)) < γd(x, y) for all x, y ∈ X, then φ is said to be a contraction mapping on X.

Lemma 1.65. A contraction mapping is continuous.

Proof. Given xn → x, d(φ(xn), φ(x)) ≤ γd(xn, x)→ 0 as n→∞.

Theorem 1.66 (Banach fixed point theorem). Let (X, d) be a complete metric space. Let φ : X → X be a

contraction mapping on X. Then φ has a unique fixed point.

Proof. Choose x0 ∈ X. Let xn = φ(xn−1) = φn(x0) for all n ∈ N. We claim that (xn) is a Cauchy sequence

in X. For all n ∈ N,

d(xn+1, xn) = d (φ(xn), φ(xn−1)) < γd(xn, xn−1) < · · · < γnd(x1, x0).

For any n, p ∈ N, by triangle inequality,

d(xn+p, xn) ≤ d(xn+p, dn+p−1) + d(xn+p−1, dn+p−2) + · · ·+ d(xn+1, dn)

≤
(
γn+p−1 + γn+p−2 + · · ·+ γn

)
d(x1, x0) <

γn

1− γ
d(x1, x0). (1.20)

Then (xn) is a Cauchy sequence, which converges to some x∗ ∈ X. Let p→∞ in (1.20), then

d(x∗, xn) ≤ γn

1− γ
d(x1, x0).
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As a result, x is a fixed point of φ:

φ(x∗) = φ
(

lim
n→∞

xn

)
= lim
n→∞

xn+1 = x∗.

To show the uniqueness, let x′ be a fixed point of φ. Then

d(x′, x∗) = d(φ(x′), φ(x∗)) < γd(x′, φ(x∗)),

which implies d(x′, x∗) = 0, and x′ = x∗.

Remark. If X is not complete, Banach fixed point theorem does not hold. Consider

φ : (0,∞)→ (0,∞), x 7→ γx, where 0 < γ < 1.

Furthermore, if γ = 1 in Definition 1.64, Banach fixed point theorem does not hold. Consider

φ : [0,∞) 7→ [0,∞), x 7→ x+
1

1 + x
.

Theorem 1.67 (Generalization). Let (X, d) be a complete metric space, and let φ : X → X is a map on X.

If there exists n ∈ N such that φn is a contraction mapping, then φ has a unique fixed point.

Proof. Denote ψ = φn. By Theorem 1.66, ψ has a unique fixed point x∗ ∈ X. Also,

φ(x∗) = φ (ψ(x∗)) = φn(x∗) = ψ (φ(x∗))

is a fixed point of ψ, which implies φ(x∗) = x∗. Hence x∗ is a fixed point of ψ. To show the uniqueness, let x′

be a fixed point of φ. Then x′ is a fixed point of ψ, which implies x′ = x∗.

We present some applications of Banach fixed point theorem.

Example 1.68 (Implicit function theorem). Let f : R2 → R be continuous on D = [a, b] × R, and there

exists m < M such that 0 < m ≤ Dyf(x, y) ≤ M for all (x, y) ∈ D. Then there exists unique continuous

ϕ ∈ C([a, b]) such that f(x, ϕ(x)) = 0.

Proof. Define A : C([a, b])→ C([a, b]) in (C([a, b]).‖ · ‖) by

(Aϕ)(x) := ϕ(x)− 1

M
f(x, ϕ(x)).

Then A is a contraction on (C([a, b]).‖ · ‖):

‖Aϕ1 −Aϕ2‖∞ = sup
x∈[a,b]

|Aϕ1(x)−Aϕ2(x)|

= sup
x∈[a,b]

∣∣∣∣ϕ1(x)− ϕ2(x)− 1

M
(f(x, ϕ2(x))− f(x, ϕ1(x)))

∣∣∣∣
= sup
x∈[a,b]

∣∣∣∣1− 1

M
Dyf(x, ξx)

∣∣∣∣ |ϕ1(x)− ϕ2(x)| (By mean value theorem)

≤
(

1− m

M

)
‖ϕ2 − ϕ1‖∞.

By Theorem 1.66, there exists unique ϕ ∈ C([a, b]) such that Aϕ = ϕ, which implies f(x, ϕ(x)) = 0.
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Example 1.69 (Volterra integral equation). Suppose f ∈ C([a, b]), and K ∈ C(D), where

D =
{

(x, y) ∈ R2 : a ≤ x ≤ b, a ≤ y ≤ x
}
.

Then for all λ ∈ R, the Volterra integral equation

ϕ(x) = f(x) + λ

∫ x

a

K(x, y)ϕ(y) dy

has a unique continuous solution in C([a, b]).

Proof. Set M = supx,y∈D |K(x, y)|. Define B : C([a, b])→ C([a, b]) by

(Bϕ)(x) = f(x) + λ

∫ x

a

K(x, y)ϕ(y) dy.

For all ϕ1, ϕ2 ∈ C([a, b]) and all x ∈ [a, b],

|(Bϕ2)(x)− (Bϕ1)(x)| = |λ|
∣∣∣∣∫ x

a

K(x, y)(ϕ2(y)− ϕ1(y)) dy

∣∣∣∣
≤M(x− a) |λ| ‖ϕ2 − ϕ1‖∞,

∣∣(B2ϕ2)(x)− (B2ϕ1)(x)
∣∣ = |λ|

∣∣∣∣∫ x

a

K(x, y) [(Bϕ2)(y)− (Bϕ1)(y)] dy

∣∣∣∣
≤ |λ|

∣∣∣∣∫ x

a

M ·M(y − a) |λ| ‖ϕ2 − ϕ1‖∞ dy

∣∣∣∣
≤ 1

2
M2(x− a)2 |λ|2 ‖ϕ2 − ϕ1‖∞,

· · · ,

by induction,

|(Bnϕ2)(x)− (Bnϕ1)(x)| = 1

n!
Mn(x− a)n |λ|n ‖ϕ2 − ϕ1‖∞.

for all n ∈ N. Then for efficiently large n,

1

n!
Mn(b− a)n |λ|n < 1,

and Bn is a contraction mapping. By Theorem 1.67, B has a unique fixed point ϕ∗, which is the solution of

Volterra integral equation.
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1.5 Compactness and Sequential Compactness

Review: Compactness and sequential compactness. Given a subset A of a topological space X, A is

said to be compact if every open cover of A has a finite subcover, and A is said to be sequentially compact if

every sequence of points of A has a subsequence that converges to some point of A.

In a metric space X, a subset A is compact if and only if it is sequentially compact.

Review: Relatively compactness and relative sequential compactness. Let (X, d) be a metric space,

and let A be a subset of X.

(i) A is said to be relatively compact (or precompact) if its closure is compact;

(ii) A is said to be relatively sequentially compact, if for every sequence (xn) ⊂ A there exists a subsequence

that converges to some x ∈ X. (Clearly, x ∈ A.)

The following proposition reveals the equivalence of these two definitions.

Proposition 1.70. Let (X, d) be a metric space. Let A ⊂ X. Then A is relatively sequentially compact if

and only if A is relatively compact.

Proof. Suppose that A is compact. Then A is also sequentially compact by Theorem 4.36, and the relative

sequential compactness of A is clear.

Conversely, suppose that A is relatively sequentially compact. We show that A is sequentially compact.

Let (xn) be a sequence of points of A. For every n ∈ N, since xn ∈ A, we can choose yn ∈ A such that

d(xn, yn) < 1/n. By relative sequential compactness of A, there is a subsequence (ynk) with ynk → y ∈ A.

Fix ε > 0. We first choose K1 ∈ N such that d(ynk , y) < ε/2 for all k ≥ K1. Then we choose K2 ∈ N such

that nk > 2/ε for all k ≥ K2, which implies d(xnk , ynk) < ε/2. Hence d(xnk , y) < ε for all k ≥ max{K1,K2},
and the subsequence (xnk) converges to y ∈ A as k →∞. Therefore A is sequentially compact.

Review: Totally bounded sets. Let (X, d) be a metric space, and let A be a subset of X.

• A is said to be bounded, if its diameter diam(A) := supx,x′∈A d(x, x′) is finite.

• Given ε > 0, an ε-cover of A is a collection of open balls of radius ε of which the union covers A. An

ε-net is the centers of balls in an ε-cover.

• If for all ε > 0, A has a finite ε-net, then A is said to be totally bounded.

Let A be a totally bounded set. Clearly, A is also totally bounded. Fix ε > 0, we first cover A by finitely

many open balls O(xj , ε/2), j = 1, · · · , n. For any y ∈ A, there exists x ∈ A such that d(x, y) < ε/2. As a

result, we can cover A by expanding the radii of the balls to ε.

The following theorem reveals the equivalence between totally bounded sets and relatively compact sets in

metric spaces.

Theorem 1.71 (Hausdorff). Let X be a metric space. Let A ⊂ X.

(i) If A is relatively compact, then A is totally bounded.

(ii) If X is complete and A is totally bounded, then A is relatively compact.

Proof. (i) Consider a cover of A consists of open ε-balls, the conclusion is clear by finding a finite subcover.

(ii) We shall prove that A is sequentially compact. Let (xn) be a sequence of points, it suffices to construct

a subsequence of (xn) that is a Cauchy sequence, which converges by completeness of A.

We first cover A by finitely many 1-balls. At least one of these balls, denoted by O1, contains infinitely

many elements of (xn). We denote by J1 = {n ∈ N : xn ∈ O1} the index set of these elements.

Next, cover A by finitely may 1/2-balls. Since J1 is infinite, at least one of these balls, denoted by O2,

contains infinitely many elements of {xn : n ∈ J1}. Similarly, let J2 = {n ∈ J1 : xn ∈ O2}. By repeating this
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procedure, we obtain a finite cover of A by 1/k-balls and an infinite index set Jk = {n ∈ Jk−1 : xn ∈ Ok} for

arbitrarily large k, with Jk ⊂ Jk−1 ⊂ · · · ⊂ J1.

Choose n1 ∈ J1. Given nk−1, choose nk ∈ Jk with nk > nk−1, which is feasible because Jk is infinite. For

any l,m ≥ k, nl, nm ∈ Jk, and xnl , xnm ∈ Ok, implying d(xnl , xnm) < 2/k. Hence the subsequence (xnk) is a

Cauchy sequence, as desired.

Theorem 1.72. A metric space X is complete if every totally bounded set in X is relatively compact.

Proof. Let (xn) be a Cauchy sequence in X. Given ε > 0, there exists N such that d(xn, xm) < ε for all

n,m ≥ N . Hence O(xk, ε), k = 1, · · · , N is an ε-net of {xn, n ∈ N}.
By Theorem 1.71, every Cauchy sequence (xn) in X is relatively sequentially compact, and the completeness

follows from subsequence criterion (Lemma 1.53).

Lemma 1.73. Any relatively compact set is separable.

Proof. Let A be a relatively compact subset of a metric space X. Since A is totally bounded, we can cover

it by finitely many 1-balls. We denote the centers of these balls by C1. Similarly, we can cover A by finitely

many 1/n-balls for arbitrarily large n ∈ N, and extract their centers Cn. Then
⋃∞
n=1 Cn, being the union of

countably many finite sets, is a countable dense set in X.

Example 1.74. We know that in a finite-dimensional space Rn, the closed unit ball

B =
{

(x1, · · · , xn) : x2
1 + · · ·+ x2

n ≤ 1
}

is compact. However, this does not hold when the dimension becomes infinite.

We give a counterexample here. Let l2 :=
{
x = (x1, x2, · · · ) :

∑∞
n=1 |xn|2 <∞

}
be the set of square-

summable real sequences. Then l2 is a Banach space under norm

‖x‖2 =

√√√√ ∞∑
k=1

|xk|2.

Consider the closed unit ball

B =

{
x = (x1, x2, · · · ) ∈ l2 :

∞∑
k=1

|xk|2 ≤ 1

}
.

We let ek = (0, · · · , 0, 1
k-th

, 0, · · · ) be the unit vector whose k-th element is 1, and choose open balls

O = {x ∈ l2 : ‖x‖2 < 1}, Ok =
{
x ∈ l2 : ‖x− ek‖2 < 1/2

}
, k ∈ N.

And for each x ∈ E := B\ (O ∪ (
⋃∞
k=1Ok)), define Ox = {y ∈ l2 : ‖y− x‖2 < 1/2}. Then ek /∈ Ox for eack k.

As a result, we obtain an open cover

O ∪

( ∞⋃
k=1

Ok

)
∪

(⋃
x∈E

Ox

)

of B. Moreover, every open ball in this cover contains at most one ek.
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Lemma 1.75 (F.Riesz). Let X be a normed space, and let A be a closed proper subspace of X, i.e. A 6= X.

Then for all 0 < ε < 1, there exists unit vector x0 ∈ X such that d(x0, A) > ε.

Proof. Choose x̄ ∈ X\A. Since A is a closed subspace, d(x̄, A) > 0, and there exists x′ ∈ A such that

‖x̄− x′‖ < d(x̄, A)/ε. We define

x0 =
x̄− x′

‖x̄− x′‖
/∈ A.

For any x ∈ A, we have

x− x0 = x− x̄− x′

‖x̄− x′‖
= x+

x′

‖x̄− x′‖︸ ︷︷ ︸
∈A

− x̄

‖x̄− x′‖︸ ︷︷ ︸
/∈A

‖x− x0‖ ≥ d
(

x̄

‖x̄− x′‖
, A

)
=

d (x̄, A)

‖x̄− x′‖
> ε.

Since x is arbitrary, the result follows.

Theorem 1.76. Let X be a normed space. If X is infinite-dimensional, then the closed unit ball in X is not

compact.

Proof. Choose x1 ∈ X with ‖x1‖ = 1, and let A1 = span {x1}. By Corollary 1.57 and Lemma 1.75, choose

x2 ∈ X such that ‖x2‖ = 1 and d(x2, A1) > 1/2, and let A2 = span {x1, x2} 6= X. Repeat this procedure, we

obtain a sequence (xn) of unit vectors in X. For any m < n, we have

xm ∈ An−1, xn /∈ An−1, d(xn, xm) > 1/2.

To obtain an open cover of the closed unit ball in X, we take open balls O = O(0, 1), On = O(xn, 1/2) for

every n ∈ N, and Ox = O(x, 1/2) for every x /∈ O ∪
⋃n
n=1On. Each of them contains at most one element of

{xn, n ∈ N}. Hence there exists no finite subcover.

It is seen that bounded closed sets in infinite-dimensional spaces are not always compact. We are going to

discuss some instances for compact sets in infinite-dimensional spaces.

Review: Equicontinuity. Let X be a topological space and let (Y, d) be a metric space. Let F be a

collection of functions X → Y . Given x0 ∈ X, F is said to be equicontinuous at x0 if for each ε > 0, there

exists a neighborhood U of x0 such that d(f(x), f(x0)) < ε for all x ∈ U and all f ∈ F . If F is equicontinuous

at all x ∈ X, then f is said to be equicontinuous.

Let (X, dX) and (Y, dY ) be metric spaces. Let F be a collection of functions X → Y . F is said to be

uniformly equicontinuous if for each ε > 0, there exists δ > 0 such that d(f(x), f(x′)) < ε for all x, x′ ∈ X
such that d(x, x′) < δ and all f ∈ F .

Theorem 1.77 (Arzelà-Ascoli). Give C([a, b]) the uniform topology (induced by ‖ · ‖∞). A subset F of

C([a, b]) is relatively compact if and only if it is bounded and uniformly equicontinuous.

Proof. “If” case: Suppose F is bounded and uniformly equicontinuous. By Theorem 1.71, it suffices to show

F is totally bounded. Given ε > 0, there exists δ > 0 such that |f(x) − f(x′)| < ε/3 for all |x − x′| < δ. We

first choose a partition a = x0 < x1 < · · · < xn = b such that |xj − xj−1| < δ for all j = 1, · · · , n.
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Since F is bounded, there exists K such that maxx∈[a,b] |f(x)| ≤ K for all f ∈ F , and

A = {(f(x0), f(x1), · · · , f(xn)) : f ∈ F} ⊂ Rn+1

is a bounded set. Note that A is finite-dimensional, it is totally bounded. Then there exist f1, · · · , fk ∈ F
that form a ε/3-net of A.

We claim that {f1, · · · , fk} is an ε-net of F : for any x ∈ [a, b], it lies in some [xj−1, xj ]; for any f ∈ F , there

exists p ∈ {1, · · · , k} such that {f(xj), j = 0, 1, · · · , n} lies in the ε/3-ball centered at {fp(xj), j = 0, 1, · · · , n}.

|f(x)− fp(x)| ≤ |f(x)− f(xj)|+ |f(xj)− fp(xj)|+ |fp(xj)− fp(x)| < ε.

As a result, {f1, · · · , fk} is a ε-net of F , as desired.

“Only if” case: Suppose F is relatively compact, it is totally bounded. Given ε > 0, let N = {f1, · · · , fk}
be an ε/3-net of F in C([a, b]). By compactness of [a, b], any fi is uniformly continuous on [a, b], and we choose

δi > 0 such that |f(x)− f(x′)| < ε/3 for all |x− x′| < δ. Let δ = mini∈{1,··· ,k} δi. Then for any f ∈ F ,

|f(x1)− f(x2)| ≤ |f(x1)− fp(x1)|+ |fp(x1)− fp(x2)|+ |fp(x2)− f(x2)| < ε, ∃fp ∈ N

Hence F is uniformly equicontinuous, as desired.

Theorem 1.78 (Kolmogorov-Riesz-Fréchet). Let 1 ≤ p < ∞. Let F be a subset of Lp(R). Then F is

relatively compact if and only if the following conditions hold:

(i) (Bounded). there exists M > 0 such that supf∈F ‖f‖p ≤M .

(ii) (Equitight). For all ε > 0, there exists r > 0 such that∫
|x|≥r

|f(x)|pdm(x) < εp, ∀f ∈ F .

(iii) (Lp-Equicontinuous). For all ε > 0, there exists δ > 0 such that

‖τhf − f‖p < ε, ∀f ∈ F , h ∈ (0, δ).

Proof. “If” case: We first suppose the functions F are supported on [a, b]. For any δ > 0, define

fδ(x) :=
1

2δ
(f ∗ χ[−δ,δ])(x) =

1

2δ

∫
[−δ,δ]

f(x− y) dm(y).

For any f ∈ F , by Jensen’s inequality, we have

∣∣fδ(x)− f(x)
∣∣p =

∣∣∣∣∣ 1

2δ

∫
[−δ,δ]

(f(x− y)− f(x)) dm(y)

∣∣∣∣∣
p

≤ 1

2δ

∫
[−δ,δ]

|f(x− y)− f(x)|p dm(y)

Given ε > 0, we choose δ that satisfies condition (iii):∫
R
|fδ(x)− f(x)|p dm(x) ≤ 1

2δ

∫
R

∫
[−δ,δ]

|f(x− y)− f(x)|p dm(y) =
1

2δ

∫
[−δ,δ]

‖τyf − f‖pp dm(y) ≤ εp.

We still denote by fδ the restriction of fδ on [a, b]. Let Fδ = {fδ : f ∈ F}. It is bounded and equicontinuous
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on [a, b]: For any fδ ∈ F and any x ∈ [a, b],

|fδ(x)| ≤ 1

2δ

∫
[−δ,δ]

|f(x− y)| dm(y) ≤
(

1

2δ

∫
R
|f(x− y)|p dm(y)

)1/p

≤ (2δ)−1/pM.

To show equicontinuity, fix ε′ > 0, and choose δ′ such that ‖τhf − f‖ < (2δ)1/pε′. Then for any |x1− x2| < δ′,

∣∣fδ(x1)− fδ(x2)
∣∣ ≤ ( 1

2δ

∫
[−δ,δ]

|f(x1 − y)− f(x2 − y)|p dm(y)

)1/p

≤
(

1

2δ

∫
R
|f(t+ x1 − x2)− f(t)|p dm(t)

)1/p

≤ ε′.

Hence Fδ is a bounded and equicontinuous set in (C([a, b]), ‖ · ‖∞). Using Arzelà-Ascoli theorem, we choose

an ε-net N δ = {fδ1 , · · · , fδk} of Fδ. Then N δ is an (b− a)1/pε-net in Lp([a, b]). Let N = {f : fδ ∈ N δ}, then

N is a
(
(b− a)1/p + 2

)
ε-net of F in Lp([a, b]): For any f ∈ F , choose the closest fi ∈ N , then

‖f − fi‖p ≤ ‖f − fδ‖p + ‖fδ − fδi ‖p + ‖fδi − fi‖p < (b− a)1/pε+ 2ε.

Since ε is arbitrary, F is totally bounded.

Now we consider general f ∈ Lp(R). For any ε > 0, by equitightness, choose R > 0 such that∫
|x|≥R

|f(x)|p dm(x) <
( ε

3

)p
.

Then FR = {fχ[−R,R] : f ∈ F} is also a totally bounded set in Lp([−R,R]). Let

NR =
{
f1χ[−R,R], · · · , fkχ[−R,R]

}
be an ε/3-net of FR in Lp([−R,R]), then N = {f : fχ[−R,R] ∈ NR} is an ε-net in Lp(R):

‖f − fi‖p = ‖f − fχ[−R,R]‖p + ‖f − fi‖p + ‖fi − fiχ[−R,R]‖p < ε.

“Only if” case: Let F be relatively compact. Then F is totally bounded. Given ε > 0, choose an ε/3-net

N = {f1, · · · , fk} of F in Lp(R). For each fi ∈ N , by Example 1.48 Remark, there exists δi such that

‖τhfi − fi‖p < ε/3 for all |h| < δi. Let δ = mini∈{1,··· ,k} δi. For any f ∈ F , there exists fi ∈ N such that

‖τhf − f‖p ≤ ‖τhf − τhfi‖p + ‖τhfi − fi‖p + ‖fi − f‖p < ε, ∀|h| < δ. (iii)

To show equitightness (ii), choose ri such that
∫
|x|≥ri |fi(x)|p dm(x) < 2−pεp. Let r = maxi∈{1,··· ,k} ri, then

(∫
|x|≥r

|f(x)|p dm(x)

)1/p

=

(∫
|x|≥r

|f(x)− fi(x)|p dm(x)

)1/p

+

(∫
|x|≥r

|fi(x)|p dm(x)

)1/p

≤ ‖f − fi‖p +

(∫
|x|≥r

|fi(x)|p dm(x)

)1/p

< ε.

Thus we complete the proof.

Remark. In fact, condition (i) in Theorem 1.78 is not required. Conditions (ii) and (iii) sufficiently imply

relative compactness of F .
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2 Linear Functionals

2.1 Linear Operators and Linear Functionals

In this section we investigate linear operators and linear functionals on general vector spaces.

Definition 2.1 (Linear operators). Let X and Y be two real (or complex) vector spaces. A map T : X → Y

is said to be a linear operator from X to Y if for all x, x′ ∈ X and all α ∈ R (or C), it holds

T (x+ x′) = Tx+ Tx′ and T (αx) = α(Tx).

The space X is said to be the domain of T , which is also denoted by D(T ). The image T (X) ⊂ Y is said to

be the range of T , denoted by R(T ). The subspace T−1({0}) = {x ∈ X : T (x) = 0} is said to be the kernel

(or the null space) of T , denoted by kerT .

Example 2.2. Following are some examples of linear operators.

(i) (Matrices). Let {e1, · · · , en} be a basis of Rn, and let {f1, · · · , fm} be a basis of Rm. Consider the

operator A : Rn → Rm corresponding to a m× n matrix (aij),

x =
n∑
j=1

xjej 7→ y = Ax =

n∑
i=1

yifi, x1, · · · , xn, y1, · · · , ym ∈ R,

where yi =
∑m
j=1 aijxj . Then A is a linear operator. With the bases {e1, · · · , en} and {f1, · · · , fm}

chosen, A is uniquely determined by matrix (aij). Hence we also write A = (aij).

(ii) (Differentiation). Consider the differentiation operator D : C1([a, b])→ C([a, b]):

Df(x) =
d

dx
f(x) = lim

h→0

f(x+ h)− f(x)

h
, x ∈ [a, b].

This is a linear operator on C1([a, b]).

(iii) (Fredholm integral operator). T : L2([a, b])→ L2([a, b]),

(Tf)(x) =

∫ b

a

K(x, y)f(y) dy,

where K is a continuous function on rectangle [a, b]× [a, b].

Theorem 2.3. Let (X, ‖ · ‖) and (Y, ‖ · ‖) be normed spaces. Let T : X → Y be a linear operator. The

following are equivalent:

(i) T is a continuous operator; (ii) T is continuous at 0;

(iii) T is bounded, i.e. there exists M > 0 such that ‖Tx‖ ≤M‖x‖ for all x ∈ X.

Proof. (i) ⇒ (ii): Clearly.

(ii)⇒ (iii): By assumption, there exists δ > 0 such that ‖Tx‖ < 1 for all ‖x‖ < δ. Then for all x ∈ X\{0},

‖Tx‖ =

∥∥∥∥2‖x‖
δ

T

(
δx

2‖x‖

)∥∥∥∥ ≤ 2

δ
‖x‖. (2.1)

Clearly, (2.1) is true for x = 0. Setting M = 2δ−1 complete the proof.

(iii) ⇒ (i): For x, x′ ∈ X, we have ‖Tx− Tx′‖ ≤M‖x− x′‖. Hence T is continuous at each x ∈ X.
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Remark. By Theorem 2.3, we know that a linear operator is bounded if and only if it is continuous. Here

we present an example of unbounded linear operators. Consider T : C1([0, 1])→ R,

Tf =
d

dx
f(x)

∣∣∣∣
x= 1

2

.

We define sequence fn(x) = 1
n sin(2nπx), then Tfn = f ′n(1/2) = (−1)n 2π. While fn → 0 relative to the

supremum norm ‖ · ‖∞, the image sequence Tfn diverges.

Definition 2.4 (Operator norm). Let T be a bounded operator from normed space X into normed space

Y . The norm of T is defined as

‖T‖ = sup
x6=0

‖Tx‖
‖x‖

.

Clearly, ‖Tx‖ ≤ ‖T‖ ‖x‖ for all bounded operators T and all x ∈ X. Furthermore, by linearity of T , we have

‖T‖ = sup
‖x‖=1

‖Tx‖ = sup
‖x‖≤1

‖Tx‖ = sup
‖x‖<1

‖Tx‖.

The last equality holds because ‖Tx‖ = sup0<α<1 ‖T (αx)‖ when we fix ‖x‖ = 1.

Example 2.5. Consider operator T on L1([a, b]):

(Tf)(x) =

∫ x

a

f(t) dt.

(i) If T is viewed as L1([a, b])→ C([a, b]), then ‖T‖ = 1;

(ii) If T is viewed as L1([a, b])→ L1([a, b]), then ‖T‖ = b− a.

Proof. (i) By definition,

‖T‖ = sup
f∈L1([a,b])\{0}

‖Tf‖∞
‖f‖1

.

For any f ∈ L1([a, b]) with f 6= 0,

‖Tf‖∞
‖f‖1

= sup
x∈[a,b]

∫ x
a
f(t) dt∫ b

a
|f(t)| dt

≤ sup
x∈[a,b]

∫ x
a
|f(t)| dt∫ b

a
|f(t)| dt

= 1.

If f is nonnegative on [a, b], the equality holds. Hence ‖T‖ = 1.

(ii) By definition,

‖T‖ = sup
f∈L1([a,b])\{0}

‖Tf‖1
‖f‖1

.

For any f ∈ L1([a, b]) with f 6= 0,

‖Tf‖1
‖f‖1

=

∫ b
a

∣∣∫ x
a
f(t) dt

∣∣ dx∫ b
a
|f(t)| dt

≤
∫ b
a

∫ x
a
|f(t)| dt dx∫ b

a
|f(t)| dt

≤
∫ b
a

∫ b
a
|f(t)| dt dx∫ b

a
|f(t)| dt

= b− a.

Hence ‖T‖ ≤ b− a.
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For the other side, define fn = nχ[a,a+n−1(b−a)], which is supported on closed interval [a, a + n−1(b − a)].

Then

‖T‖ ≥ ‖Tfn‖1
‖fn‖1

=

∫ a+n−1(b−a)

a
(x− a) dx+ n−1

n (b− a)2

(b− a)
=

(
1− 1

n
+

1

2n2

)
(b− a), ∀n ∈ N.

Let n→∞, we have ‖T‖ ≥ b− a.

Example 2.6. Let g ∈ L∞([a, b]). Define T : L1([a, b])→ L1([a, b]) as

(Tf)(x) = f(x)g(x), x ∈ [a, b].

Then we have

‖T‖ = sup
f∈L1([a,b])\{0}

‖Tf‖1
‖f‖1

.

For any f ∈ L1([a, b]), we have

‖Tf‖1
‖f‖1

=

∫ b
a
|f(x)g(x)| dx∫ b
a
|f(x)| dx

≤ ‖g‖∞.

Hence ‖T‖ ≤ ‖g‖∞. Furthermore, we define En = {x ∈ X : g(x) ≥ ‖g‖∞ − 1/n}. By definition of essential

supremum ‖ · ‖∞, m(En) 6= 0 for all n ∈ N. Then

‖T‖ ≥ ‖TχEn‖1
‖χEn‖1

≥ (‖g‖∞ − n−1)m(En)

m(En)
= ‖g‖∞ −

1

n
, ∀n ∈ N.

Let n→∞, then ‖T‖ ≥ ‖g‖∞. Therefore ‖T‖ = ‖g‖∞.

Now we investigate the kernel of bounded linear operators.

Proposition 2.7. Let X and Y be normed spaces. Let T : X → Y be a bounded linear operator. Then

kerT is closed in X. The operator T̃ : X/ kerT → R(T ), [x] 7→ Tx, which is induced by T , is a bijection.

Furthermore, ‖T̃‖ = ‖T‖.

Proof. Note that {0} is closed in Y , and T : X → Y is continuous, the kernel

kerT = T−1({0})

is closed in X by continuity. To verify that T̃ is a bijection from X/ kerT , note that ker T̃ = {[0]}, and that

for any y ∈ R(T ), there exists x ∈ X such that Tx = y, which implies T̃ ([x]) = y. Finally, we determine the

norm of T̃ . Without loss of generality, assume kerT 6= X. Since the quotient map π : X 7→ X/ kerT, x 7→ [x]

projects unit ball {x ∈ X : ‖x‖ < 1} onto {[x] : x ∈ X, ‖[x]‖ < 1}, we have

‖T̃‖ = sup
‖[x]‖<1

‖T̃ ([x])‖ = sup
‖x‖<1

‖Tx‖ = ‖T‖,

which completes the proof.
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Definition 2.8 (Spaces of bounded linear operators). Let X and Y be normed spaces. Define

B(X,Y ) = {T : T is a bounded linear operator from X into Y }.

And we define addition and scalar multiplication on B(X,Y ) by

(S + T )(x) = Sx+ Tx, S, T ∈ B(X,Y )

(αT )(x) = αTx, T ∈ B(X,Y ), α is a number.

Then

‖T‖ = 0⇒ sup
x 6=0

‖Tx‖
‖x‖

= 0 ⇒ Tx = 0 for all x ∈ X ⇒ T ≡ 0;

‖(S + T )x‖ ≤ ‖Sx‖+ ‖Tx‖ ≤ (‖S‖+ ‖T‖)‖x‖ ⇒ S + T ∈ B(X,Y ), ‖S + T‖ ≤ ‖S‖+ ‖T‖;

sup
x 6=0

‖(αT )x‖
‖x‖

= sup
x 6=0

|α|‖Tx‖
‖x‖

= |α| sup
x 6=0

‖Tx‖
‖x‖

⇒ αT ∈ B(X,Y ), ‖αT‖ = |α| ‖T‖ .

Hence (B(X,Y ), ‖ · ‖) is a normed space, where ‖ · ‖ is the operator norm.

We introduce another normed space Z, and define the multiplication operation by composition:

(S ◦ T )(x) = S(Tx), S ∈ B(Y, Z), T ∈ B(X,Y ).

Then we have

‖(S ◦ T )(x)‖ ≤ ‖S‖ ‖Tx‖ ≤ ‖S‖ ‖T‖ ‖x‖ , ∀x ∈ X.

As a result, S ◦ T ∈ B(X,Z), and ‖S ◦ T‖ ≤ ‖S‖ ‖T‖.

Specifically, we write B(X) = B(X,X). By the above discussion, B(X) forms an algebra, given the above

multiplication.

Lemma 2.9. Let X and Y be normed spaces. If Y is a Banach space, so is B(X,Y ).

Proof. Let (Tn) be a Cauchy sequence in B(X,Y ). For each x ∈ X,

‖Tnx− Tmx‖ ≤ ‖Tn − Tm‖ ‖x‖ .

Then (Tnx) is a Cauchy sequence in Y , which converges to some point of Y , denoted by Tx. Hence we obtain

an operator T : X → Y to which Tn converges pointwise.

The linearity of T follows from Tn:

‖Tx+ Ty − T (x+ y)‖ =
∥∥∥ lim
n→∞

(Tnx+ Tny − Tn(x+ y))
∥∥∥ = 0,

‖αTx− T (αx)‖ =
∥∥∥ lim
n→∞

(αTnx− Tn(αx))
∥∥∥ = 0.

Choose N such that ‖Tn − Tm‖ < 1 for all n,m ≥ N . Then for all x ∈ X and all n ∈ N,

‖Tnx‖ ≤ ‖Tn‖ ‖x‖ ≤ max {‖T1‖, · · · , ‖TN−1‖, ‖TN‖+ 1} ‖x‖.

Hence ‖Tx‖ ≤ max {‖T1‖, · · · , ‖TN−1‖, ‖TN‖+ 1} ‖x‖ for all x ∈ X, and T ∈ B(X,Y ).
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It remains to show that ‖Tn− T‖ → 0. Given ε > 0, choose Nε such that ‖Tn− Tm‖ < ε for all n,m ≥ Nε.
Then for all n ≥ Nε,

‖(Tn − T )x‖ = lim
m→∞

‖(Tm − Tn)x‖ ≤ lim
m→∞

‖Tm − Tn‖ ‖x‖ < ε‖x‖, ∀x ∈ X ⇒ ‖Tn − T‖ ≤ ε‖x‖.

Hence Tn converges to T relative to operator norm.

Remark. In Lemma 2.9, we do not require the completeness of domain X.

Let X be a vector space over field F. Then a linear operator f : X → F is said to be a linear functional on

X. The space of bounded linear functionals B(X,F) is said to be the dual space of X, denoted by X∗.

Lemma 2.10. Let X and Y be two finite-dimensional normed spaces over R (or C). Then any linear operator

T : X → Y is bounded.

Proof. Use matrix representation of linear operators and equivalence of norms in finite-dimensional spaces.

Theorem 2.11. Let X be a normed space. A linear operator f : X → Y is bounded if and only if its kernel

ker f is closed.

Proof. Following Proposition 2.7, it remains to show sufficiency. Assume ker f is a closed subspace of X.

According to Example 1.54, the quotient space

X/ ker f := {[x] = {x+ y, y ∈ ker f}}

has an immediate induced norm

‖[x]‖ := d(x, ker f) = inf
y∈ker f

‖x− y‖, x ∈ X.

We define f̃ : X/ ker f → R (or C), [x] 7→ f(x). Since dim(X/ ker f) = dimR(f) ≤ 1, by Lemma 2.10, f is

bounded. Furthermore, f is the composition

x ∈ X π→ [x] ∈ X/ ker f
f̃→ f(x).

Then for all x ∈ X,

|f(x)| ≤
∥∥f̃∥∥ ‖π(x)‖ ≤

∥∥f̃∥∥ ‖x‖
Hence f is bounded.

Remark. Let X be a normed space over R (or C). By Definition 2.8, the dual space X∗ is a vector space

equipped with a natural norm

‖f‖ = sup
x 6=0

|f(x)|
‖x‖

, f ∈ X∗.

Furthermore, X∗ is a Banach space by Lemma 2.9, even though X is not complete.
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2.1.1 Riesz Representation Theorem

Now we discuss linear functionals on Hilbert spaces. We first introduce the definition of isomorphism, which

allows us to connect an abstract normed space to a specific one.

Definition 2.12 (Isomorphism). Let X and Y be normed spaces, and U is an operator from X into Y .

(i) If ‖Ux‖ = ‖x‖ for all x ∈ X, then U is said to be a norm-preserving operator.

(ii) If U : X → Y is linear, norm-preserving and surjective, then U is said to be an isomorphism. If there

exists an isomorphism between X and Y , we say X and Y are isomorphic, and we write X ∼= Y .

Remark. Isomorphism is an important tool when we investigate dual spaces. The dual space X∗, which

consists of bounded linear functionals on a normed space X, can be intractable. Hopefully, we can find a

specific normed space Y that is isomorphic to X∗. Then every bounded linear functional on X is uniquely

determined by some element y of Y .

Revisit: Example 1.54. Let H be a Hilbert space, and let M be a closed subspace of H. Then the quotient

space H/M is isomorphic to the orthogonal complement M⊥.

Proof. For each x ∈ X, by Theorem 1.37, there exists unique x0 ∈ M and x1 ∈ M⊥ such that x = x0 + x1.

Then we can define U : X → M by U(x) = x1. Furthermore, for all y ∈ M , we have x + y = (x0 + y) + x1,

where x0 + y ∈M and x1 ∈M⊥, which implies U(x+ y) = x1. As a result, the induced operator

Ũ : X/M →M⊥, [x] 7→ U(x)

is well-defined. Clearly, Ũ is a linear operator, and U is norm-preserving:∥∥∥Ũ([x])
∥∥∥ = ‖Ux‖ = ‖x1‖ = inf

y∈M
‖x1 − y‖ = inf

y∈M
‖x1 + x0 − y‖ = ‖[x]‖.

Furthermore, for any x1 ∈M⊥, Ũ([x1]) = U(x1) = x1. Hence Ũ is surjective. As a result, Ũ is an isomorphism,

and H/M ∼= M⊥.

Review. Consider the finite-dimensional euclidean space Rn equipped with the standard inner product. We

choose an orthonormal basis {e1, · · · , en} of Rn. Then for every linear functional f on Rn, we have

f(x) = f

 n∑
j=1

〈x, ej〉 ej

 =

n∑
j=1

〈x, ej〉 f (ej) , ∀x ∈ Rn.

It is seen that f is uniquely determined by tuple (f(x1), · · · , f(xn)) ∈ Rn. Similarly, every tuple (f1, · · · , fn) ∈
Rn induces a linear functional f(x) =

∑n
j=1 fj 〈x, ej〉. Furthermore,

‖f‖ = sup
x 6=0

|f(x)|
‖x‖

= sup
x 6=0

∣∣∣∑n
j=1〈x, ej〉f(ej)

∣∣∣√∑n
j=1 |〈x, ej〉|2

=

√√√√ n∑
j=1

|f(ej)|2.

Hence we have (Rn)∗ ∼= Rn, which is a standard conclusion in linear algebra.

For general Hilbert spaces, we have the following important theorem.
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Theorem 2.13 (Riesz representation theorem). Let H be a Hilbert space. Let F ∈ H∗, i.e. F is a bounded

linear functional on H. Then there exists uniquely y ∈ H such that F (x) = 〈x, y〉 for all x ∈ X, and ‖F‖ = ‖y‖.

Proof. If F = 0, then y = 0. We assume F 6= 0. Then kerF is a closed subspace of H, and there exists

z /∈ kerF such that z ⊥ kerF . We set z0 = z/F (z) ∈ H, then z0 ⊥ kerF , and F (z0) = 1.

For each x ∈ H, we have

F (x− F (x)z0) = F (x)− F (x)F (z0) = 0.

Hence we have x − F (x)z0 ∈ kerF , and 〈x, z0〉 = F (x) 〈z0, z0〉. Setting y = z0
〈z0,z0〉 yields the desired result.

Uniqueness is clear, and ‖F‖ = ‖y‖.

Remark. By Theorem 2.13, we have H∗ ∼= H. Then every bounded linear functional F on H corresponds

to a unique vector y ∈ H, and we can write F as Fy = 〈·, y〉.

Definition 2.14 (Sesquilinear forms). Let X be a complex vector space. Let ϕ : X ×X → C.

(i) If for all x, y, z ∈ H and all α, β ∈ C,

ϕ(αx+ βy, z) = αϕ(x, z) + βϕ(y, z),

ϕ(z, αx+ βy) = αϕ(z, x) + βϕ(z, y),

then ϕ is said to be a sesquilinear form on X. If there exists M > 0 such that

|ϕ(x, y)| ≤M ‖x‖ ‖y‖ , ∀x, y ∈ X,

then ϕ is said to be a bounded sesquilinear form on X, and we define norm of ϕ by

‖ϕ‖ = sup
‖x‖=‖y‖=1

|ϕ(x, y)|.

(ii) If ϕ is a sesquilinear functional on X and ϕ(x, y) = ϕ(y, x) for all x, y ∈ X, then ϕ is said to be a

Hermitian form on X.

Remark. Let T be a bounded linear operator on a Hilbert space H. Clearly, the map ϕ(x, y) := 〈Tx, y〉
induced by T is a sesquilinear form on H. Moreover,

|ϕ(x, y)| = 〈Tx, y〉 ≤ ‖Tx‖ ‖y‖ ≤ ‖T‖ ‖x‖ ‖y‖ , ∀x, y ∈ H ⇒ ‖ϕ‖ ≤ ‖T‖,

‖T‖ = sup
‖x‖=1

‖Tx‖ = sup
‖x‖=‖y‖=1

|〈Tx, y〉| = sup
‖x‖=‖y‖=1

|ϕ(x, y)| ⇒ ‖ϕ‖ ≥ ‖T‖.

Therefore ‖ϕ‖ = ‖T‖. Furthermore, every bounded sesquilinear form on H uniquely determines a bounded

linear operator T on H, as stated below.

Theorem 2.15 (Riesz). Let H be a Hilbert space, and let ϕ be a bounded sesquilinear form on H. Then

there exists uniquely T ∈ B(H) such that ϕ(x, y) = 〈Tx, y〉 for all x, y ∈ H, and ‖T‖ = ‖ϕ‖.

Proof. Fix x ∈ H. By definition of bounded sesquilinear form, ϕx(·) = ϕ(x, ·) is a bounded linear functional

on H, with ‖ϕx‖ ≤ ‖ϕ‖ ‖x‖. By Riesz representation theorem (Theorem 2.13), there exists z ∈ H such that

ϕ(x, y) = ϕx(y) = 〈y, z〉 = 〈z, y〉, ∀y ∈ H,
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and ‖z‖ = ‖ϕx‖ ≤ ‖ϕ‖ ‖x‖. We denote by Tx = z the uniquely determined Riesz vector of ϕx. Then T is an

operator on X. Clearly, T is linear, and ‖T‖ ≤ ‖ϕ‖.

Lemma 2.16. Let H be a complex Hilbert space, and let ϕ be a bounded sesquilinear form on H.

(i) ϕ is Hermitian if and only if ϕ(x, x) ∈ R for all x ∈ H;

(ii) If ϕ is Hermitian, and there exists M > 0 such that |ϕ(x, x)| ≤M‖x‖2 for all x ∈ H, then ϕ is bounded,

and ‖ϕ‖ ≤M .

Proof. (i) The necessity is clear. To show sufficiency, use the polarization identity:

ϕ(x, y) =
1

4

3∑
k=0

ikϕ
(
x+ iky, x+ iky

)
, ∀x, y ∈ H.

Then we can verify that ϕ(x, y) = ϕ(y, x).

(ii) Assume ϕ(x, y) 6= 0. Let λ = ϕ(x,y)
|ϕ(x,y)| , then ϕ(λx, y) ∈ R, and

|ϕ(x, y)| = ϕ(λx, y) =
1

4
[ϕ(x+ y, x+ y)− ϕ(x− y, x− y)]

≤ M

4

[
‖x+ y‖2 + ‖x− y‖2

]
=
M

2

(
‖x‖2 + ‖y‖2

)
.

Whenever ‖x‖ = ‖y‖ = 1, we have |ϕ(x, y)| ≤M . Hence ϕ is bounded, and ‖ϕ‖ ≤M .

Remark. Let H be a complex Hilbert space. A linear operator T : X → X is said to be an Hermitian

operator if 〈Tx, x〉 ∈ R for all x ∈ H. By Theorem 2.15, every bounded Hermitian form on H is uniquely

induced by a bounded Hermitian operator T ∈ B(H). Furthermore,

‖T‖ = sup
‖x‖=1

|〈Tx, x〉|.
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2.2 Hahn-Banach Theorem

Definition 2.17 (Linear extension). Let L be a real vector space, and let L0 be a subspace of L. Given a

linear functional f0 on L0, a linear functional f : L→ R, is said to be a (linear) extension of f0, if f |L0 = f0,

i.e. f(x) = f0(x) for all x ∈ L0.

Remark. Let {bλ, λ ∈ Λ0} be a Hamel basis of L0, we can expand it to a Hamel basis {bλ, λ ∈ Λ} on L,

where Λ0 ⊂ Λ. Given a linear functional f0 : L0 → R, we maintain f(bλ) = f0(bλ) for all λ ∈ Λ0, and set

f(bλ) = 0 for λ /∈ Λ0. Then we obtain a trivial extension of f0 on L.

Definition 2.18 (Sublinear functional). Let L be a real vector space. A function p : L→ R is said to be a

sublinear functional on L, if

p(x+ y) ≤ p(x) + p(y), ∀x, y ∈ L; p(λx) = λp(x), ∀x ∈ L, λ ≥ 0.

Theorem 2.19 (Hahn-Banach, real version). Let p be a sublinear functional on a real vector space L. Let

L0 ⊂ L be a subspace. Suppose f0 is a linear functional on L0 that is subject to p, i.e. f0(x) ≤ p(x) for all

x ∈ L0. Then there exists an extension f : L→ R of f0 that is subject to p.

Proof. Step I: Suppose L0 6= L, and choose z ∈ L\L0. We claim that f0 can be extended to a linear functional

f1 on space L1 = span{L0, z} such that f1 is subject to p.

For any tz + x ∈ L1, where t ∈ R and x ∈ L0, if f1 is an extension of f0, then

f1(tz + x) = tf1(z) + f0(x).

We need to determine f1(z), denoted by c. To ensure that f is subject to p, we require

f1(tz + x) = tc+ f0(x) ≤ p(tz + x), ∀x ∈ L0, t ∈ R.

If t > 0, then

tc+ f0(x) ≤ p(tz + x), ∀x ∈ L0, t > 0 ⇔ c ≤ p
(
z +

x

t

)
− f0

(x
t

)
, ∀x ∈ L0, t > 0

⇔ c ≤ p(z + y′)− f0(y′), ∀y′ ∈ L0. (2.2)

If t < 0, then

tc+ f0(x) ≤ p(tz + x), ∀x ∈ L0, t < 0 ⇔ c ≥ −p
(
−z − x

t

)
− f0

(x
t

)
, ∀x ∈ L0, t < 0

⇔ c ≥ −p(−z − y′′)− f0(y′′), ∀y′′ ∈ L0. (2.3)

By (2.2) and (2.3), to choose an appropriate c, it suffices to show

sup
y′′∈L0

−p(−z − y′′)− f0(y′′) ≤ inf
y′∈L0

p(z + y′)− f0(y′). (2.4)

For any y′, y′′ ∈ L0, we have y′ − y′′ ∈ L0. Then

p(z + y′)− f0(y′) + p(−z − y′′) + f0(y′′) ≥ p(y′ − y′′)− f0(y′ − y′′) ≥ 0,

which implies (2.4). Then we choose an appropriate c and set f1(z) = c.
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Step II: Use Zorn’s lemma. Let H be the set of all extensions of f0:

H = {(f, Y ) : L0 ⊂ Y ⊂ L is a subspace of L; f is a linear functional on Y such that f |L0
= f0, f ≤ p}

We define a partial order on H : (f1, Y1) � (f2, Y2) if Y1 ⊂ Y2 and f2|Y1 = f1. Let C = {(fλ, Yλ), λ ∈ Λ}
be a chain in H , and let Y =

⋃
λ∈Λ Yλ. Then Y is a subspace of L: for any x1, x2 ∈ Y , there exists λ1, λ2 ∈ Λ

such that x1 ∈ Yλ1
and x2 ∈ Yλ2

. Furthermore, one of Yλ1
, Yλ2

contains the other because C is a chain, then

both x1 and x2 belong to Yλ2
, without loss of generality. Hence αx1 + βx2 ∈ Yλ2

⊂ Y for α, β ∈ R.

For any x ∈ Y , there exists λ ∈ Λ such that x ∈ Yλ. Then we define f(x) = fλ(x). Note that f(x) is

well-defined: if x belongs both Yλ1
∩ Yλ2

, fλ1
and fλ2

will agree on x, since C is a chain. Similar arguments

also show that f is linear, subjected to p, and that it is an extension of fλ for all λ ∈ Λ. Then we obtain an

upper bound (f, Y ) of C in H , and we can apply Zorn’s lemma.

Now H has a maximal element (f, Y ). It remains to show Y = L; suppose not. By Step I, there exists

subspace Y1 ) Y , and f can be extended to f1 : Y1 → R, contradicting the maximality of (f, Y )!

The following theorem is a corollary of Theorem 2.19.

Theorem 2.20 (Hahn-Banach, real version). Let L0 be a subspace of a real normed space L. If f0 is a

bounded linear functional on L0, then there exists an extension f : L→ R of f0 such that ‖f‖ = ‖f0‖.

Proof. Let p(x) = ‖f0‖ ‖x‖ for all x ∈ L, p is a sublinear functional to which f0 is subject. By Theorem 2.19,

there exists an extension f : L→ R of f0 with f ≤ p. Then

‖f‖ = sup
x∈L\{0}

|f(x)|
‖x‖

≥ sup
x∈L0\{0}

|f(x)|
‖x‖

= sup
x∈L0\{0}

|f0(x)|
‖x‖

= ‖f0‖;

−‖f0‖ ‖x‖ = −p(−x) ≤ |f(x)| ≤ p(x) = ‖f0‖ ‖x‖ , ∀x ∈ L ⇒ ‖f‖ ≤ ‖f0‖.

Hence ‖f‖ = ‖f0‖.

Now we consider the complex case. Let X be a complex vector space, and let f be a complex linear

functional on X. For each x ∈ X, f(x) = Ref(x) + i Imf(x). We denote fR = Ref, fI = Imf .

If f is C-linear, then for all x, y ∈ X and all α, β ∈ R,
fR(x+ y) = fR(x) + fR(y), fI(x+ y) = fI(x) + fI(y),

fR ((α+ iβ)x) = αfR(x)− βfI(x),

fI ((α+ iβ)x) = βfR(x) + αfI(x).

Hence the following are equivalent: (i) f = fR+ifI is C-linear; (ii) fR and fI are R-linear, and fR(ix) = −fI(x)

for all x ∈ X; (iii) fR and fI are R-linear, and fR(x) = fI(ix) for all x ∈ X.

By (ii), f is uniquely determined by its real part fR: f(x) = fR(x) − ifR(ix). By (iii), f is uniquely

determined by its imaginary part fI : f(x) = fI(ix) + ifI(x).

Theorem 2.21 (Hahn-Banach, complex version). Let L0 be a subspace of a complex vector space L. Let

p be a seminorm on L. Suppose f0 is a linear functional on L0 such that |f0(x)| ≤ p(x) for all x ∈ L0. Then

there exists a linear functional f : L→ R such that f |L0
= f0 and |f(x)| ≤ p(x) for all x ∈ L.
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Proof. We first view L and L0 as R-vector spaces, denoted by LR and L0R, respectively. Then p is a sublinear

functional on L0R, and f0R = Ref0 satisfies

f0R(x) ≤ |f0(x)| ≤ p(x), ∀x ∈ L0R.

By Theorem 2.19, there exists R-linear functional fR : LR → R such that fR|L0R = f0R, and fR(x) ≤ p(x)

for all x ∈ LR. Let f(x) = fR(x)− ifR(ix) for all x ∈ LR. Then f is C-linear on L, and f extends f0.

For any x ∈ L, denote θ = Arg f(x). Then

|f(x)| = e−iθf(x) = f
(
e−iθx

)︸ ︷︷ ︸
∈R

= fR
(
e−iθx

)
≤ p

(
e−iθx

)
≤
∣∣e−iθ

∣∣ p(x) = p(x).

Thus we complete the proof.

Now we introduce some useful corollaries of Hahn-Banach theorem.

Corollary 2.22. Let X be a normed space.

(i) For each x0 ∈ X\{0}, there exists f ∈ X∗ such that ‖f‖ = 1 and f(x0) = ‖x0‖.
(ii) For each x1, x2 ∈ X such that x1 6= x2, there exists f ∈ X∗ such that f(x1) 6= f(x2).

(iii) For all x ∈ X,

‖x‖ = max
f∈X∗,‖f‖=1

|f(x)|.

Proof. (i) Consider the subspace Y = span {x0} = Cx0 = {αx0 : α ∈ C}. Define f0 : Y → C, αx0 7→ α‖x0‖.
Then ‖f0‖ = 1. By Hahn-Banach theorem, there exists an extension f ∈ X∗ such that ‖f‖ = ‖f0‖ = 1, and

f |Y = f0. Hence f(x0) = ‖x0‖.

(ii) Apply (i) to x0 = x1 − x2.

(iii) Clearly, for all f ∈ X∗ such that ‖f‖ = 1, we have |f(x)| ≤ ‖x‖. By (i), there exists f ∈ X∗ such that

‖f‖ = 1 and |f(x)| = ‖x‖.

Corollary 2.23. Let M be a closed subspace of a normed space X. For all x ∈ X\M , there exists f ∈ X∗

such that ‖f‖ = 1, f(M) = {0}, and f(x) = d(x,M).

Proof. Let X0 = span {M,x}. For any y = m+ λx ∈ X0, where m ∈M and λ ∈ R (or C), define

f0 : X0 → R (or C), m+ λx→ λd(x,M).

Then f0 is a linear functional on X0, and

‖f0‖ = sup
m+λx6=0

|λ| d(x,M)

‖m+ λx‖
= sup
m′∈M

d(x,M)

‖m′ + x‖
=

d(x,M)

infm′∈M ‖m′ + x‖
= 1.

By Hahn-Banach theorem, there exists an extension f of f0 on X such that ‖f‖ = ‖f0‖ = 1, f(M) = {0},
and f(x) = d(x,M). Note that we require M to be closed. Otherwise, let x be a limit point of M not lying

in M . Then d(x,M) = 0, and f0 ≡ 0 on X0.

Corollary 2.24. Let M be a subset of a normed space X. Let x ∈ X. Then x ∈ span(M) if and only if

f(x) = 0 for all f ∈ X∗ such that f(M) = {0}.
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Proof. “⇒”: Clearly. “⇐”: Argue by contradiction. By Corollary 2.23, if x /∈ span(M), there exists f ∈ X∗

such that f(x) = d(x, span(M)) > 0 and f(M) = {0}.

Now we introduce the generalization of orthogonal complements in Banach spaces.

Definition 2.25 (Annihilators and pre-annihilators). Let X be a normed space.

(i) For a subset M ⊂ X, the annihilator of M is defined as

M⊥ = {f ∈ X∗ : f(x) = 0, ∀x ∈M}.

(ii) For a subset N ⊂ X∗, the pre-annihilator of N is defined as

⊥N = {x ∈ X : f(x) = 0, ∀f ∈ N}.

Clearly, M⊥ is a closed subspace of X∗, and ⊥N is a closed subspace of X.

Remark. By definition, M
⊥ ⊂ M⊥. For each x ∈ M , there exists sequences (xn) of points of M such that

xn → x. If f ∈M⊥, by continuity of f , we have f(x) = limn→∞ f(xn) = 0. Hence M
⊥

= M⊥.

Similarly, for every f ∈ N , there exists sequences (fn) of points of N such that fn → f , which implies

fn(x)→ f(x) for all x ∈ X. If x ∈ ⊥N , then f(x) = 0. Hence ⊥N = ⊥N .

Theorem 2.26. Let M be a closed subspace of a normed space X.

(i) For all m∗ ∈M∗, there exists a norm-preserving extension x∗ of M∗ on X. We define

σ(m∗) = [x∗],

where [x∗] is the equivalence class of x∗ in quotient space X∗/M⊥. Then map σ : M∗ → X∗/M⊥ is a

well-defined norm-preserving isomorphism.

(ii) Let π : X → X/M, x 7→ [x] be the quotient map. For all f ∈ (X/M)∗, define

τ(f) = f ◦ π.

Then τ : (X/M)∗ →M⊥ is a norm-preserving isomorphism.

Proof. (i) We first check that the map σ is well-defined. Let x∗, y∗ ∈ X∗ be two extensions of m∗ on X. Then

x∗m = y∗m = m∗m for all m ∈M , and x∗ − y∗ ∈M⊥. Hence [x∗] = [y∗] in X/M⊥.

Clearly, σ is linear: if x∗1, x
∗
2 ∈ X∗ are extensions of m∗1,m

∗
2 ∈ M∗, respectively, then αx∗1 + βx∗2 is an

extension of αm∗1 + βm∗2. Also, σ is norm-preserving: ‖σ(m∗)‖ = ‖[x∗]‖ ≤ ‖x∗‖ = ‖m∗‖, and

y∗|M = m∗, ∀y∗ ∈ [x∗] ⇒ ‖y∗‖ ≥ ‖m∗‖, ∀y∗ ∈ [x∗] ⇒ ‖[x∗]‖ = inf{‖y∗‖ : y∗ ∈ [x∗]} ≥ ‖m∗‖.

For any [x∗] ∈ X∗/M⊥, σ(x∗|M ) = [x∗], which implies σ is surjective. As a result, σ : M∗ → X∗/M⊥ is a

norm-preserving isomorphism, and M∗ ∼= X∗/M⊥.

(ii) Clearly, τ is linear. To show that τ is norm-preserving, note that for all f ∈ (X/M)∗,

‖τ(f)‖ = sup
y∈X\M

f([y])

‖y‖
= sup
x∈X\M,y∈[x]

f([y])

‖y‖
= sup
x∈X\M

f([x])

infy∈[x] ‖y‖
= sup
x∈X\M

f([x])

‖[x]‖
= ‖f‖.

Finally, for each g ∈ M⊥, we define g̃ : X/M → R, [x] 7→ g(x). Then g = g̃ ◦ π = τ(g̃), and τ is surjective.

Therefore, τ : (X/M)∗ →M⊥ is a norm-preserving isomorphism, and (X/M)∗ ∼= M⊥.
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Finally, we present an interesting application of Hahn-Banach theorem.

Example 2.27. We wish to find a finitely additive translation-invariant probability measure µ on R, such

that µ is defined on all subsets of R, and

µ(α+A) = µ(A) for all A ⊂ R and all α ∈ R, where α+A = {x+ α : x ∈ A}.

Let B(R) be the set of all bounded R-valued functions on R, and define ‖f‖∞ = supx∈R |f(x)| for all

f ∈ B(R). Clearly, ‖ · ‖∞ is a norm on B(R), and (B(R), ‖ · ‖∞) is a Banach space.

Claim. We define p : B(R)→ R as follows: for all f ∈ B(R),

p(f) = inf
n∈N,α1,··· ,αn∈R

{
N(f ;α1, · · · , αn) := sup

s∈R

1

n

n∑
k=1

f(s+ αk)

}
.

Then p is a sublinear functional on R.

Proof. Clearly, for all λ ≥ 0, p(λf) = λp(f). For all f, g ∈ B(R) and all n ∈ N, α1, · · · , αn ∈ R,

N(f + g;α1, · · · , αn) = sup
s∈R

1

n

n∑
k=1

[
f(s+ αk) + g(s+ αk)

]
≤ N(f ;α1, · · · , αn) +N(g;α1, · · · , αn).

Hence p(f + g) ≤ p(f) + p(g).

Theorem. There exists a linear functional ν : B(R)→ R such that (i) ν(1) = 1, and (ii) ν(ταf) = ν(f) for

all α ∈ R, where τα is the translation operator (ταf)(x) = f(x− α).

Proof. We first consider the linear functional ν0(α1) = α on subspace R · 1, which satisfies ν0 = p. By

Hahn-Banach theorem, there exists linear functional ν on B(R) extending ν0, with ν ≤ p.

For all α ∈ R and n ∈ N, we have

p(ταf − f) ≤ N(ταf − f ;α, · · · , nα) = sup
s∈R

1

n
[f(s)− f(s+ nα)] ≤ 2

n
‖f‖∞.

Let n→∞, then p(ταf − f) ≤ 0, and ν(ταf − f) ≤ 0. Analogously, ν(f − ταf) ≤ p(f − ταf) ≤ 0. Therefore

ν(ταf) = ν(f) for all α ∈ R, completing the proof.

For any A ∈ R, we define µ(A) = ν(χA). Then µ is the desired probability measure on R.
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2.3 Hyperplane Separation Theorem

Definition 2.28 (Hyperplane). Let f be a nonzero linear functional on a vector space X. Let c be a

constant. The set

Mc = {f(x) = c} = {x ∈ X : f(x) = c}

is said to be a hyperplane in X.

Definition 2.29 (Separation). Suppose X is a real vector space, M and N are subsets of X, and f is a

linear functional on X.

(i) If there exists c ∈ R such that f(x) ≥ c for all x ∈ M , and f(y) ≤ c for all y ∈ N , then f is said to

separate M and N . In other words, supy∈N f(y) ≤ infx∈M f(x).

(ii) If supy∈N f(y) < infx∈M f(x), then f is said to strictly separate M and N .

Remark. By definition, the following are equivalent:

(i) f separates M and N ;

(ii) f separates M −N and {0}, where M −N := {x− y : x ∈M, y ∈ N};
(iii) f separates M − x and N − x for all x ∈ X, where M − x = {y − x : y ∈M}.

Lemma 2.30. Let M be a convex set in a normed space X. Then for all x ∈M , all y ∈ M̊ , and all t ∈ (0, 1),

(1− t)x+ ty ∈ M̊.

Proof. Let x ∈M and y ∈ M̊ . Then there exists ε > 0 such that O(y, ε) ⊂M . Let 0 < t < 1. Then

O((1− t)x+ ty, tε) = {(1− t)x+ tz : z ∈ O(y, ε)} ⊂M.

Hence (1− t)x+ ty ∈ M̊ .

Now we introduce Minkowski functional theory, which connects convexity to seminorm.

Proposition 2.31. Let p be a seminorm on a vector space X. Then for all c > 0, the set

M = {x ∈ X : p(x) ≤ c}

satisfies the following: (i) 0 ∈ M ; (ii) M is convex; (iii) M is balanced: αM ⊂ M for all |α| = 1; (iv) M is

absorbing: for all x ∈ X, there exists α > 0 such that x ∈ αM ; (v) The seminorm p can be recovered by

p(x) = inf
α>0, x∈αM

cα.

Proof. The properties (i), (ii), (iii) and (iv) are clear. It remains to prove (iv). For all x ∈ X,

x ∈ αM ⇔ p(α−1x) ≤ c ⇔ p(x) ≤ cα ⇒ p(x) ≤ inf
α>0, x∈αM

cα

Conversely, if p(x) 6= 0, then cx
p(x) ∈M . Set α = p(x)

c , then p(x) = cα, and

p(x) = min
α>0, x∈αM

cα.

If p(x) = 0, then x ∈ αM for all α > 0, and infα>0 cα = 0.
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Let M be an absorbing convex set in vector space X. By definition, for all x ∈ X, there exists α > 0 such

that x ∈ αM . Hence 0 ∈ M , and M is star-shaped : whenever x ∈ M , we have tx ∈ M for all t ∈ [0, 1]. As a

result, if x ∈ αM for x ∈ X and α > 0, then x ∈ βM for all β > α.

Lemma 2.32 (Minkowski functionals). Let M be an absorbing convex subset of a vector space X. For each

x ∈ X, define

pM (x) = inf
α>0, x∈αM

α.

Then pM : X → R+ is called the Minkowski functional of M . It satisfies the following:

(i) pM is a sublinear functional on X;

(ii) If M is balanced, then pM is a seminorm on X.

Proof. (i) Clearly, 0 ∈M , and pM (λx) = λpM (x) for all λ > 0. It remains to verify subadditivity.

For all x, y ∈ X and all ε > 0, by definition,

x

p(x) + ε
∈M,

y

p(y) + ε
∈M.

Note that M is convex, we have

x+ y

p(x) + p(y) + 2ε
=

p(x) + ε

p(x) + p(y) + 2ε
· x

p(x) + ε
+

p(y) + ε

p(x) + p(y) + 2ε
· y

p(y) + ε
∈M.

Therefore p(x) + p(y) + 2ε ≥ p(x+ y). Since ε > 0 is arbitrary, the subadditivity of p follows.

(ii) It remains to show homogeneity. When λ 6= 0,

pM (λx) = inf {α : α > 0, λx ∈ αM} = inf
{
α : α > 0, λα−1x ∈M

}
= inf

{
α : α > 0, |λ|α−1x ∈M

}
= |λ| inf{α : α > 0, x ∈ αM} = |λ|pM (x).

The third equality holds because M is balanced, which implies λα−1x ∈M if and only if |λ|αx ∈M .

Lemma 2.33. Let X be a vector space, and let M be an absorbing convex subset of X. Then

{x ∈ X : pM (x) < 1} ⊂M ⊂ {x ∈ X : pM (x) ≤ 1}.

Proof. For the first inclusion, let x be a point of X such that pM (x) < 1. Then there exists α ∈ (0, 1) such

that α−1x ∈M . Since M is star-shaped, x ∈M .

For the second inclusion, we have pM (x) = inf {α : α > 0, x ∈ αM} ≤ 1 for all x ∈M .

Remark. Let X be a vector space. We consider the sets

P = {p : p is a seminorm on X} and M = {M ⊂ X : M is a balanced absorbing convex set in X}.

By Proposition 2.31 and Lemma 2.32, we define maps

Φ : P →M , p 7→ {x ∈ X : p(x) ≤ 1} and Ψ : M → P, M 7→ pM ,

where pM is the Minkowski functional of M . By Proposition 2.31 (v), we have Ψ ◦ Φ(p) = p for all p ∈ P.
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However, the equality Φ ◦ Ψ(M) = M does not hold for all M ∈ M . To see a counterexample, let X be

the Euclidean space Rn, and let M be the unit open ball {x ∈ X : ‖x‖2 < 1}. Then

pM (x) = inf
α>0, x∈αM

α = ‖x‖2,

and Φ ◦Ψ(M) = {x ∈ X : ‖x‖2 ≤ 1} is the unit closed ball. By Lemma 2.33, when pM is given, we can only

determine M between a lower bound {pM (x) < 1} and an upper bound {pM (x) ≤ 1}.

Lemma 2.34. Let M be an absorbing convex set in a vector space X. Let x ∈ X. The following are

equivalent: (i) pM (x) < 1; (ii) For all y ∈ X, there exists εy > 0 such that x+ ty ∈M for all |t| < εy.

Proof. (i) ⇒ (ii): By definition, for every y ∈ X, there exists λy > 0 such that λ−1
y y ∈ M and −λ−1

y y ∈ M .

Since pM (x) < 1, there exists 0 < α < 1 such that α−1x ∈M . Then

x+ (1− α)λ−1
y y ∈M, x− (1− α)λ−1

y y ∈M.

Note that x ∈M , we have x+ ty ∈M for all |t| < εy := (1− α)λ−1
y .

(ii) ⇒ (i): We prove the contrapositive. Assume that pM (x) ≥ 1, then α−1x /∈ M for all 0 < α < 1.

Therefore, x+ εx /∈M for all ε > 0, contradicting (ii).

The following criterion to determine continuity of a Minkowski functional is useful.

Lemma 2.35. Let M be an absorbing convex set in a normed space X. The Minkowski functional pM is

continuous if and only if 0 ∈ M̊ .

Proof. “⇒”: By continuity, {pM (x) < 1} = p−1
M ((−∞, 1)) is an open set containing 0 and contained in M .

“⇐”: Let O(0, δ) be an open ball contained in M . Then p(x) ≤ 1 for all ‖x‖ ≤ δ. Let x0 ∈ X and ε > 0

be given. For all x ∈ O(x0, δε/2), since p is a sublinear functional, we have

pM (x)− pM (x0) ≤ pM (x− x0) ≤ ε

2
< ε.

A similar statement holds for pM (x0)− pM (x). Since x0 is arbitrary, pM (x) is continuous on X.

Lemma 2.36. Let M be an absorbing convex set in a normed space X such that 0 ∈ M̊ , and let y ∈ X. If

pM (y) < 1, then y ∈ M̊ . (Contrapositive: If y /∈M , then pM (y) = 1.)

Proof. If pM (y) < 1, then there exists λ > 1 such that λy ∈M . Since 0 ∈ M̊ , by Lemma 2.30, y ∈ M̊ .

Remark. By Lemma 2.33 and Lemma 2.36, if y ∈ ∂M , where ∂M = M ∩ (X\M) is the frontier ∂M of an

absorbing convex set M , then pM (y) = 1.

Now we discuss the separation of convex sets.

Lemma 2.37 (Separation of a convex set and a one-point set). Let A be a convex subset of a real normed

space X such that Å 6= ∅. Let y0 /∈ Å. Then there exists nonzero f ∈ X∗ that separates A and {y0}.

Proof. If a ∈ Å, we separate A − a and {y0 − a}. Without loss of generality, we suppose 0 ∈ Å. Then there

exists open ball O(0, ε) ⊂ A, and A is absorbing. By Lemma 2.35, the Minkowski functional pA is a continuous

sublinear functional on X. By Lemma 2.33, pA(x) ≤ 1 for all x ∈ A. By Lemma 2.36, pA(y0) ≥ 1.
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Let X0 = span {y0} = R · y0. Then f0 : ty0 7→ tpA(y0) is a linear functional on X0 that is subject to pA:

tpA(y0) = pA(ty0), t ≥ 0; tpA(y0) < 0 ≤ pA(ty0), t < 0.

By Hahn-Banach theorem, there exists an extension f on X such that f |X0 = f0 and f ≤ pA. To show

that f ∈ X∗, note that the continuity of f follows from pA:

|f(x)− f(x′)| = |f(x− x′)| ≤ pA(x− x′)

Furthermore, f separates A and {y0}: f(x) ≤ pA(x) ≤ 1 for all x ∈ A, and f(y0) = pA(y0) ≥ 1.

Remark. In Lemma 2.37, if A is an open convex set, and y0 /∈ A, then

f(x) < sup
y∈A

f(y) ≤ f(y0), ∀x ∈ A.

For the first equality, let O(x, ε) be an open ball contained in A. Since f is nonzero, there exists f(z) > 0.

Then x+ εz
2‖z‖ ∈ A, and f(x) < f

(
x+ εz

2‖z‖

)
.

Theorem 2.38 (Hyperplane separation theorem). Let M and N be convex sets in a real normed space X.

If M̊ 6= ∅, and M̊ ∩N = ∅, then there exists nonzero f ∈ X∗ that separates M and N .

Proof. By Lemma 2.30, M̊ is also a convex set. Define

A = M̊ −N =
⋃
y∈N

(M̊ − y) = {x− y : x ∈ M̊, y ∈ N}.

Then A is an open and convex set in X, and 0 /∈ A. By Lemma 2.37, there exists nonzero f ∈ X∗ that

separates A and {0}. Then f∗ separates M̊ and N : supx∈M̊ f(x) ≤ infy∈N f(y).

Given x ∈M , we fix some z ∈ M̊ . Then (1− t)x+ tz ∈ M̊ for all t ∈ (0, 1). Since f is continuous,

f(x) = lim
t→0+

f ((1− t)x+ tz) ≤ sup
x∈M̊

f(x) ≤ inf
y∈N

f(y).

Since x ∈M is arbitrary, f also separates M and N .

Corollary 2.39 (Hyperplane separation theorem). Let M and N be disjoint closed convex sets in a normed

space X. Then there exists nonzero f ∈ X∗ that strictly separates M and N .

Proof. Since M and N are closed disjoint sets, d(M,N) = infx∈M,y∈N ‖x− y‖ > 0. Let

Ñ =
⋃
x∈N

O

(
x,
d(M,N)

3

)
=

{
x ∈ X : d(x,N) <

d(M,N)

3

}
.

Then Ñ is an open set in X that is disjoint from M . Furthermore, for all x, y ∈ Ñ , there exists zx ∈ M and

zy ∈M such that ‖x− zx‖ < 1
3d(M,N) and ‖y − zy‖ < 1

3d(M,N). For all t ∈ (0, 1),

d ((1− t)x+ ty,N) ≤ ‖(1− t)x+ ty − (1− t)zx − tzy‖ ≤ (1− t)‖x− zx‖+ t‖y − zy‖ <
1

3
d(M,N).

Hence Ñ is convex.
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By Theorem 2.38, there exists nonzero f ∈ X∗ that separates M and Ñ :

sup
x∈M

f(x) ≤ β ≤ inf
y∈Ñ

f(y), β ∈ R.

Let y ∈ N and z ∈ O
(

0, d(M,N)
3

)
, then y − z ∈ Ñ . Since f(y) = f(y − z) + f(z) ≥ β + f(z) for all

z ∈ O
(

0, d(M,N)
3

)
, we have

f(y) ≥ β + sup
z∈O(0,d(M,N)/3)

f(z) = β +
d(M,N)‖f‖

3
, ∀y ∈ N.

As a result, f strictly separates M and N .

2.4 Dual Spaces

2.4.1 Dual Spaces of Lp(X,A , µ) and C([a, b])

Example 2.40. Let (X,A , µ) be a measure space, and let 1 ≤ p < ∞. Given g ∈ Lq(X,A , µ), where q

is the conjugate of p. (That is, p−1 + q−1 = 1 if p > 1, and q = ∞ if p = 1.) We define a linear functional

T : Lp(X,A , µ)→ R by

T (f) =

∫
X

fg dµ, ∀f ∈ Lp(X,A , µ).

By Hölder’s inequality, T (f) ≤ ‖f‖p‖g‖q, which implies the continuity of T . Furthermore, ‖T‖ = ‖g‖q.

Naturally, we wonder if every continuous linear functional on Lp(X,A , µ) admits this form. If so, we can

determine a unique function g ∈ Lq(X,A , µ) for each T ∈ (Lp(X,A , µ))∗, and ‖g‖q = ‖T‖. As a result, we

have (Lp(X,A , µ))∗ ∼= Lq(X,A , µ).

Riesz Representation Theorem. Let (X,A , µ) be a σ-finite measure space. Let 1 ≤ p < ∞, and let

q be the conjugate of p. Then for any bounded linear functional T ∈ (Lp(X,A , µ))∗, there exists a unique

g ∈ Lq(X,A , µ) such that

T (f) =

∫
X

fg dµ, ∀f ∈ Lp(X,A , µ).

Immediately, we have (Lp(X,A , µ))∗ ∼= Lq(X,A , µ).

Proof. Step I: We first suppose µ(X) <∞. Then χA ∈ Lp(X,A , µ), ∀A ∈ A , and ν : A → R, A 7→ T (χA) is

well-defined. By continuity of T , ν is a signed measure that is absolutely continuous with respect to µ:

µ(A) = 0 ⇒ 0 ≤ |ν(A)| = |T (χA)| ≤ ‖T‖ ‖χA‖p = 0

By Radon-Nikodym theorem, there exists g ∈ L1(X,A , µ) such that

T (χA) = ν(A) =

∫
A

g dµ =

∫
X

gχA dµ, ∀A ∈ A .

As a result, for all simple functions ϕ on (X,A , µ), we have

T (ϕ) =

∫
X

gϕ dµ. (2.5)
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Step II: We prove that (2.5) holds for all bounded measurable ϕ on (X,A , µ). Suppose |ϕ| ≤ M . Then

there exists a sequence of simple functions ϕn such that |ϕn| ≤ M and ϕn converges pointwise to ϕ. By

Lebesgue dominated convergence theorem,

lim
n→∞

‖ϕ− ϕn‖pp = lim
n→∞

∫
X

|ϕ− ϕn|p dµ =

∫
X

lim
n→∞

|ϕ− ϕn|p dµ = 0.

Since T is continuous, and |gϕn| ≤M |g|, which is integrable, we have

T (ϕ) = lim
n→∞

T (ϕn) = lim
n→∞

∫
X

gϕn dµ =

∫
X

gϕ dµ.

Step III: We prove that g ∈ Lq(X,A , µ). Suppose p > 1 and q <∞. Define sequence

gn(x) =

|g(x)|q−1sgn (g(x)), if |g(x)|q ≤ n,

0, otherwise.

By (2.5), we have

∫
X

|gn|q dµ = T (gn) ≤ ‖T‖ ‖gn‖p ≤ ‖T‖
(∫

X

|gn|q dµ
)1/p

⇒
(∫

X

|gn|q dµ
)1/q

≤ ‖T‖.

Let n→∞, then we have g ∈ Lq(X,A , µ), and ‖g‖q ≤ ‖T‖.

Step IV: We show that S(f) := T (f)−
∫
X
fg dµ = 0 for all f ∈ Lp(X,A , µ). By Hölder’s inequality, S is

a continuous linear functional on Lp(X,A , µ) that vanishes on all bounded measurable functions. Since any

f ∈ Lp(X,A , µ) can be approximated by its n-truncations [f ]n = min{n,max{−n, f}} in ‖ · ‖p, the result

follows. The uniqueness of g is clear.

Step V: Let (X,A , µ) be σ-finite. Write X =
⋃∞
n=1Xn, where µ(Xn) < ∞ for all n ∈ N. By Steps

I-IV, we can find gn ∈ Lq(X,A , µ), supported within Xn, such that T (f) =
∫
X
fgn dµ =

∫
Xn

fgn dµ for all

f ∈ Lp(X,A , µ), and ‖gn‖q ≤ ‖T‖. Since gn’s are unique, we assume that gn+1 = gn on Xn.

Let g(x) = limn→∞ gn(x) for all x ∈ X. Then |gn| ↗ |g|. By monotone convergence theorem,∫
X

|g|q dµ = lim
n→∞

∫
X

|gn|q dµ ≤ ‖T‖.

Hence g ∈ Lq(X,A , µ). For any f ∈ Lp(X,A , µ), fn := fχXn → f pointwise, and |fng| ≤ |fg|. By Lebesgue

dominated convergence theorem,∫
X

fg dµ = lim
n→∞

∫
X

fng dµ = lim
n→∞

∫
Xn

fngn dµ = lim
n→∞

T (fn) = T (f),

as desired. Note the last equality follows from continuity of T .

Remark I. If p = 1 and q = ∞, we need to modify Step III. Argue by contradiction. If g /∈ L∞(X,A , µ),

we have µ(Eε) > 0 for Eε = {|g| > ‖T‖+ ε} and all ε > 0. Then

T (χEε) =

∫
X

gχEε dµ ≥ µ(Eε) (‖T‖+ ε) .

Meanwhile, |T (χEε)| ≤ ‖T‖ ‖χEε‖1 = µ(Eε) ‖T‖, a contradiction! Hence g ∈ L∞(X,A , µ), and ‖g‖∞ ≤ ‖T‖.
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Remark II. If p > 1, we can drop the requirement of σ-finiteness. Let (X,A , µ) be any measure space, and

let E ⊂ X be σ-finite. Then there exists a unique gE ∈ Lq(X,A , µ), vanishing outside E, such that

T (f) =

∫
X

fgE dµ, ∀f ∈ Lp(X,A , µ) vanishing outside E, and ‖gE‖q ≤ ‖T‖.

By uniqueness of gE , for any A ⊂ E, gA = gE almost everywhere on A. Define ν(E) =
∫
X
|gE |q dµ for every

σ-finite set E in X. Then ν is a measure such that ν � µ, and ν(A) ≤ µ(E) < ‖T‖q for all A ⊂ E.

Let M = sup{ν(E) : E is σ-finite}, and {En, n ∈ N} a sequence of sets such that limn→∞ ν(En) = M .

Then H :=
⋃∞
n=1En is σ-finite, and ν(H) = M . For any σ-finite set F ⊃ H, gF = gH a.e. on H, and∫

X

|gF |q dµ = ν(F ) ≤ ν(H) =

∫
X

|gH |q dµ.

Hence gF = 0 a.e. on F\H. Let g = gH , we have g ∈ Lq(X,A , µ), and gF = g a.e. for all σ-finite set F ⊃ H.

Given f ∈ Lp(X,A , µ), let E = {x ∈ X : f(x) 6= 0}. Then E =
⋃∞
n=1{|f | > 1/n} is σ-finite. As a result,

T (f) =

∫
E

fgE dµ =

∫
X

fg dµ.

Review: Lebesgue-Stieltjes Measure. Let Ω = [a, b] be a closed interval on R. Then the collection of

sets E = {(u, v] : a ≤ u ≤ v ≤ b} is a ring: (i) ∅ ∈ E ; (ii) ∀A,B ∈ E , A ∩B ∈ E ; (iii) ∀A,B ∈ E , A\B ∈ E .

Let g be a non-decreasing function in V0([a, b]), that is, g is of bounded variation and right-continuous on

[a, b], and g(a) = 0. We define a finite additive measure µ0g on E by µ0g((u, v]) = g(v) − g(u), and extend it

to a pre-measure on the algebra A generated by E by setting µ0g({a}) = 0. This pre-measure gives rise to an

outer measure:

µ∗g(E) = inf

{ ∞∑
n=1

µ0g(An) : {An, n ∈ N} ⊂ A,
∞⋃
n=1

An ⊃ E

}
, ∀E ∈ 2Ω.

By Carathéodory extension theorem, µ∗g is a measure on {A ⊂ Ω : µ∗g(A) = µ∗g(A ∩ E) + µ∗g(A\E),∀E ⊂ Ω},
which is a σ-algebra that contains all Borel sets B([a, b]). Furthermore, the restriction µg = µ∗g|B(R) is the

unique extension of µ0g on B(R): µg((u, v]) = g(v)− g(u) for all a ≤ u ≤ v ≤ b.
Generally, let g ∈ V0([a, b]) be given. Then

vg(x) := V xa (g) = sup


n∑
j=1

|g(xj)− g(tj−1)| : n ∈ N, a = t0 < t1 < · · · < tn = x


is a monotone non-decreasing function in V0([a, b]). Clearly, vg − g ∈ V0([a, b]), and for all a ≤ x < y ≤ b,

g(y)− g(x) ≤ V yx (g) ≤ V ya (g)− V xa (g) = vg(y)− vg(x).

Hence vg − g is also non-decreasing. As a result, we can find a signed Borel measure µg := µvg − µvg−g such

that µg((u, v]) = g(v) − g(u) for all a ≤ u ≤ v ≤ b. Moreover, if νg is another such extension on B([a, b]),

then F = {E ⊂ [a, b] : µg(E) = νg(E)} is a λ-system that contains E , which is a π-system. By Dynkin’s π-λ

theorem, we have B([a, b]) ⊂ σ(E) ⊂ F . Therefore νg = µg, and the extension µg is unique. We call this

unique signed Borel measure µg the Lebesgue-Stieltjes measure of g.
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Theorem 2.41. Define the space of all finite signed Borel measures on [a, b] by

M([a, b]) = {µ : µ is a finite signed Borel measure on [a, b]} ,

and define a norm on M([a, b]) by

‖µ‖ = sup


n∑
j=1

|µ(Ei)| : Ej ∈ B([a, b]),

n∐
i=1

Ei = [a, b]

 , ∀µ ∈M([a, b]).

Then V0([a, b]) ∼= M([a, b]).

Proof. Define U : V0([a, b])→ M([a, b]), g 7→ µg, where µg is the Lebesgue-Stieltjes measure of g ∈ V0([a, b]).

Clearly, U is a linear map. For all a = t0 < t1 < · · · < tn = b, we have

n∑
j=1

|g(tj)− g(tj−1)| =
n∑
j=1

|µg ((tj , tj−1])| ≤ ‖µg‖,

which implies ‖g‖ ≤ ‖µg‖. Furthermore, g1 = 1
2 (vg − g) and g2 = 1

2 (vg + g) are non-decreasing, then

‖µg‖ = ‖µg2 − µg1‖ ≤ ‖µg1 + µg2‖ = ‖µvg‖ = vg(b) = V ba (g) = ‖g‖.

The inequality holds because |µg1(E)− µg2(E)| ≤ µg1(E) + µg2(E) for all E ∈ B([a, b]).

Finally, for each µ ∈ M([a, b]), let g(x) := µ((a, x]), x ∈ [a, b]. Clearly, V ba g ≤ ‖µg‖. Moreover, for every

sequence εn ↘ 0,

lim
n→∞

µ((a, x+ εn]) = µ

( ∞⋂
n=1

(a, x+ εn]

)
= µ((a, x]).

Hence g is right-continuous, and µ is the Lebesgue-Stieltjes measure of g ∈ V0([a, b]), which implies surjectivity

of the map U . Therefore, U : V0([a, b])→M([a, b]) is a norm-preserving isomorphism, as desired.

Example 2.42 (Dual spaces of C([a, b])) Given a function g ∈ V0([a, b]), we define the Lebesgue-Stieltjes

integral of ϕ ∈ C([a, b]) relative to g as

Fg(ϕ) =

∫ b

a

ϕ(t) dg(t) :=

∫
[a,b]

ϕdµg

Clearly, Fg is a linear functional on C([a, b]). Moreover,

|Fg(ϕ)| ≤
∫ b

a

|ϕ(t)| |dg|(t) ≤ ‖ϕ‖∞ ‖g‖ ,

and the equality holds if ϕ = χP − χN , where P qN = [a, b] is a Hahn decomposition for µg. As a result, we

have Fg ∈ (C([a, b]))
∗
, and ‖Fg‖ = ‖g‖ = V ba (g). Naturally, we wonder if every continuous linear functional

on C([a, b]) is determined by Lebesgue-Stieltjes integration, which implies (C([a, b]))∗ ∼= V0([a, b]).

Riesz Representation Theorem. For all F ∈ (C([a, b]))∗, there exists a unique g ∈ V0([a, b]) such that

F (ϕ) = Fg(ϕ) =

∫ b

a

ϕ(t) dg(t), ∀ϕ ∈ C([a, b]), and ‖F‖ = ‖g‖ = V ba (g).
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Proof. Step I: We first view C([a, b]) as a subspace of (B([a, b]), ‖ · ‖∞), which is the space of all bounded

functions on [a, b], and ‖f‖∞ = supx∈[a,b] |f(x)| for all f ∈ B([a, b]). By Hahn-Banach theorem, there exists

an extension FB : B([a, b])→ R of F such that FB |C([a,b]) = F and ‖FB‖ = ‖F‖.

Step II: Let h(t) := FB(χ[a,t]) for all t ∈ [a, b]. We first show that h ∈ V ([a, b]). For each partition

a = t0 < t1 < · · · < tn = b, let εj = sgn [h(tj)− h(tj−1)] , t = 1, · · · , n. Then

n∑
j=1

|h(tj)− h(tj−1)| =
n∑
j=1

εj [h(tj)− h(tj−1)]

= FB

 n∑
j=1

εjχ(tj−1,tj ]

 ≤ ‖FB‖
∥∥∥∥∥∥
n∑
j=1

εjχ(tj−1,tj ]

∥∥∥∥∥∥
∞

≤ ‖F‖.

Hence h ∈ V ([a, b]), and V ba (h) ≤ ‖F‖. Clearly, h(a) = 0. Now we define

g(x) =

limε→0+ h(x+ ε), x ∈ (a, b),

h(x), x ∈ {a, b}.

Then g is right-continuous, and V ba (g) ≤ V ba (h).

Step III: We prove that

FB(ϕ) =

∫ b

a

ϕ(t) dg(t), ∀ϕ ∈ C([a, b]).

Fix ϕ ∈ C([a, b]), and choose partitions a = x
(k)
0 < x

(k)
1 < · · · < x

(k)
nk = b such that

•
{
x

(k)
j , j = 1, · · · , nk − 1

}
are continuous points of h; and

• limk→∞max1≤j≤nk
[
x

(k)
j − x

(k)
j−1

]
= 0.

We can always choose such partitions on [a, b], because a function h of bounded variation on [a, b] has at most

countably many discontinuous points. Define

ϕk(t) =

nk∑
j=1

ϕ(x
(k)
j )

(
χ

[a,x
(k)
j ]

(t)− χ
[a,x

(k)
j−1]

(t)
)

Then ϕk ∈ B([a, b]), and limk→∞ ‖ϕk − ϕ‖∞ = 0. Furthermore,

FB(ϕk) =

nk∑
j=1

ϕ(x
(k)
j )

[
h(x

(k)
j )− h(x

(k)
j−1)

]
=

nk∑
j=1

ϕ(x
(k)
j )

[
g(x

(k)
j )− g(x

(k)
j−1)

]
=

∫ b

a

nk∑
j=1

ϕ(x
(k)
j )

(
χ

[a,x
(k)
j ]

(t)− χ
[a,x

(k)
j−1]

(t)
)
dg(t) =

∫ b

a

ϕk(t) dg(t).

Note that |ϕk| ≤ ‖ϕ‖∞. By Lebesgue dominated convergence theorem,

FB(ϕ) = lim
k→∞

FB(ϕk) =

∫ b

a

lim
n→∞

ϕk(t) dg(t) =

∫ b

a

ϕ(t) dg(t).

Then F (ϕ) = FB(ϕ) = Fg(ϕ) for all ϕ ∈ C([a, b]). Clearly, ‖F‖ = ‖Fg‖ = V ba (g), and g is unique.
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Remark. By Theorem 2.41, V0([a, b]) ∼= M([a, b]). Then (C([a, b]))∗ ∼= M([a, b]): for all bounded linear

functional F on C([a, b]), there exists a unique finite signed measure µ on ([a, b],B([a, b])) such that

F (ϕ) =

∫
[a,b]

ϕdµ, ∀ϕ ∈ C([a, b]).

2.4.2 Reflexive Spaces

Let X be a normed space. The dual space X∗ is the set of all bounded linear functionals on X. The bidual

space X∗∗, is the set of all bounded linear functionals on X∗.

Definition 2.43 (Canonical maps). Let x be a normed space. Given x ∈ X, define x∗∗ : X∗ → R as

x∗∗(f) = f(x), ∀f ∈ X∗.

Then x∗∗ is a linear functional on X∗, and |x∗∗(f)| ≤ ‖f‖ ‖x‖. Hence we have x∗∗ ∈ X∗∗, and ‖x∗∗‖ ≤ ‖x‖.
We define the canonical map J : X → X∗∗ as J(x) = x∗∗.

Lemma 2.44. Let X be a normed space, and let J : X → X∗∗ be the canonical map. Then J is a

norm-preserving linear operator.

Proof. The linearity is clear: (αx+ βy)∗∗ = αx∗∗ + βy∗∗ for all x, y ∈ X, α, β ∈ R (or C). To show that J is

norm preserving, it suffices to show ‖x∗∗‖ ≥ ‖x‖ for all x ∈ X. By Corollary 2.22, there exists f0 ∈ X∗ such

that ‖f0‖ = 1 and f0(x) = ‖x‖. Then ‖x∗∗‖ ≥ x∗∗(f0) = f0(x) = ‖x‖.

Definition 2.45 (Reflexive spaces). Let X be a normed space. X is said to be a reflexive space, if the

canonical map J : X → X∗∗ is an isomorphism. In this case, X∗∗ ∼= X.

Remark. (i) If X is reflexive, so is X∗: (X∗)∗∗ = (X∗∗)∗ = X∗.

(ii) By definition, X∗∗ is complete. If X is not complete, then the closure of JX in X∗∗ automatically

gives a completion of X.

Example 2.46. Let (X,A , µ) be a measure space. By Example 2.42, for 1 < p <∞, Lp(X,A , µ) is reflexive.

Theorem 2.47. Let M be a closed subspace of a reflexive space X. Then M and X/M are reflexive.

Proof. (i) To prove that M is reflexive, it suffices to show the canonical map JM : M →M∗∗ is surjective.

Let m∗∗ ∈ M∗∗. Define x∗∗(f) = m∗∗(f |M ) for all f ∈ X∗. Then x∗∗ ∈ X∗∗, and there exists x ∈ X such

that J(x) = x∗∗. If x /∈M , by Corollary 2.23, there exists f ∈ X∗ such that f(x) 6= 0, f(M) = {0}. However,

f(x) = x∗∗(f) = m∗∗(f |M ) = 0, a contradiction! Hence x ∈M .

We want JM (x) = m∗∗, which completes the proof. For each g ∈ M∗, by Hahn-Banach theorem, there

exists an extension f ∈ X∗ of g. Hence g(x) = f(x) = x∗∗(f) = m∗∗(f |M ) = m∗∗(g), and m∗∗ = J(x).

(ii) We show the canonical map JX/M : X/M → (X/M)∗∗ is surjective. Given [x]∗∗ ∈ (X/M)∗∗, we define

y∗∗(f ◦ π) = [x]∗∗(f) for all f ∈ (X/M)∗, where π : X → X/M is the quotient map. Then y∗∗ is a bounded

linear functional on (X/M)∗ ◦ π := {f ◦ π : f ∈ (X/M)∗}, a subspace of X∗. By Hahn-Banach theorem, there

exists an extension x∗∗ ∈ X∗∗ of y∗∗. Since X is reflexive, there exists x ∈ X such that J(x) = x∗∗.

It remains to show JX/M ([x]) = [x]∗∗, which completes the proof: For all f ∈ (X/M)∗,

f([x]) = (f ◦ π)(x) = x∗∗(f ◦ π) = y∗∗(f ◦ π) = [x]∗∗(f).
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Lemma 2.48. Let X be a reflexive space. Then for all f ∈ X∗, there exists x ∈ X such that ‖x‖ = 1 and

f(x) = ‖f‖.

Proof. By Corollary 2.22 (i), for all f ∈ X∗, let x∗∗ ∈ X∗∗ be such that ‖x∗∗‖ = 1 and x∗∗(f) = ‖f‖. By

reflexivity, choosing x such that J(x) = x∗∗ completes the proof.

We also have the following conclusion similar to Corollary 1.39.

Theorem 2.49. Let X be a normed space.

(i) Let M be a subspace of X. Then ⊥(M⊥) = M ;

(ii) Let G be a subspace of X∗. If X is reflexive, then (⊥G)⊥ = G.

Proof. (i) Let x ∈ M . Then f(x) = 0 for all f ∈ M⊥, which implies x ∈⊥(M⊥). Since ⊥(M⊥) is a closed

subspace of X, M ⊂⊥(M⊥). If M 6= ⊥(M⊥), choose x ∈⊥(M⊥)\M . By Corollary 2.23, there exists f ∈ X∗

such that f(M) = {0} and f(x) 6= 0. Then f ∈M⊥. However, x ∈⊥(M⊥) implies f(x) = 0, a contradiction!

(ii) Clearly, G ⊂ (⊥G)⊥. If G 6= (⊥G)⊥, choose g ∈ (⊥G)⊥\G. There exists x∗∗ ∈ X∗∗ such that

x∗∗
(
G
)

= {0} and x∗∗(g) 6= 0. By reflexivity, choose x = J−1(x∗∗) ∈ X. Then x ∈ G⊥ ⊂ G⊥, and g(x) 6= 0.

However g ∈ (⊥G)⊥, which implies g(x) = 0, a contradiction!

Finally we see some examples of normed spaces that are not reflexive.

Lemma 2.50. Let X be a normed space. If X∗ is separable, so is X.

Proof. If X∗ is separable, choose a dense sequence {fn} in X∗ in the unit sphere SX∗ = {f ∈ X∗ : ‖f‖ = 1}.
For each n ∈ N, there exists xn ∈ SX = {x ∈ X : ‖x‖ = 1} such that |fn(xn)| > 1/2. Denote by X0 :=

span {xn, n ∈ N} the closed subspace spanned by {xn}. We prove X0 = X.

Argue by contradiction. If x ∈ X\X0, then there exists f ∈ X∗ such that ‖f‖ = 1, f(X0) = {0} and

f(x) 6= 0. Then for all n ∈ N,

‖fn − f‖ = |fn(xn)− f(xn)| = |fn(xn)| > 1

2
,

contradicting the density of {fn} in SX∗ . Hence X0 = X. Furthermore, {qxn, q ∈ Q, n ∈ N} is a countable

dense subset of X0, as desired.

Example 2.51. The space L1([a, b]) is not reflexive.

Proof. If L1([a, b]) is reflexive, then (L1([a, b]))∗∗ = L1([a, b]). Since L1([a, b]) is separable, by Lemma 2.50,

L∞([a, b]) = (L1([a, b]))∗ is separable. Recall that every countable subset of {χ[a,t], t ∈ [a, b]} is not dense in

itself, giving rise to a contradiction!
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2.5 Weak and Weak-∗ Topologies

Pointwise convergence of sequences can be topologized in function spaces.

Definition 2.52 (Weak topology and weak-∗ topology). Let X be a normed space.

(i) Given a point x0 of X, finitely many f1, · · · , fn ∈ X∗ and ε1, · · · , εn > 0, define

U ε1,··· ,εnf1,··· ,fn(x0) := {x ∈ X : |f1(x− x0)| < ε1, · · · , |fn(x− x0)| < εn}

The collection of sets
{
U ε1,··· ,εnf1,··· ,fn(x) : x ∈ X, n ∈ N, f1, · · · , fn ∈ X∗, ε1, · · · , εn > 0

}
forms a basis for

a topology on X, which is called the weak topology.

(ii) Given a point f0 of X∗, finitely many x1, · · · , xn ∈ X and ε1, · · · , εn > 0, define

U ε1,··· ,εnx1,··· ,xn(f0) := {f ∈ X∗ : |(f − f0)(x1)| < ε1, · · · , |(f − f0)(xn)| < εn}

The collection of sets
{
U ε1,··· ,εnx1,··· ,xn(f) : f ∈ X∗, n ∈ N, x1, · · · , xn ∈ X, ε1, · · · , εn > 0

}
forms a basis for

a topology on X∗, which is called the weak-∗ topology.

Remark. We obtain three topologies on the dual space X∗: the norm topology, the weak topology, and

the weak-∗ topology. By definition, the weak-∗ topology is in fact the product topology (or the point-open

topology) on CX (the space of all complex-valued functionals on X) restricted to X∗. Furthermore, if X is

reflexive, its weak and weak-∗ topologies coincide.

Definition 2.53 (Weak and weak-∗ convergence). Let X be a normed space. Let x ∈ X and f ∈ X∗.
(i) A sequence (xn) of points of X is said to converges to x in the weak topology on X, if f(xn)→ f(x) for

all f ∈ X∗. We write xn
w→ x.

(ii) A sequence (fn) of points of X∗ is said to converges to f in the weak-∗ topology on X∗, if fn(x)→ f(x)

for all x ∈ X. We write fn
w∗→ f .

Theorem 2.54 (Banach-Alaoglu). Let X be a normed space. The unit closed ball B∗ = {f ∈ X∗ : ‖f‖ ≤ 1}
is compact in the weak-∗ topology on X∗.

Proof. The weak-∗ topology on X∗ is the same as the product topology on CX restricted to X∗. Then they

also coincide on B∗ ⊂ X∗. Hence we can prove that B∗ is compact in the product topology.

For each x ∈ X, we define the closed disc Dx = {z ∈ C : |z| ≤ ‖x‖}. Then Dx is compact in C. By

Tychonoff theorem,

D =
∏
x∈X

Dx

is a compact topological space under the product topology. Furthermore, every element f ∈ D is a C-valued

functional on X such that |f(x)| ≤ ‖x‖ for each x ∈ X. Clearly, B∗ ⊂ D.

It suffices to show B∗ is closed in D (given the product topology), which implies compactness of B∗. Let

{fλ, λ ∈ Λ} be a net in B∗ such that fλ → f ∈ D. Since the projection maps πx are continuous in the product

topology, we have

fλ(x) = πx(fλ)→ πx(f) = f(x), ∀x ∈ X.

Then f(αx+βy) = limλ fλ(αx+βy) = limλ(αfλ(x)+βfλ(y)) = αf(x)+βf(y) for all α, β ∈ C and all x, y ∈ X,

and f is linear. By f ∈ D, we have ‖f‖ ≤ 1. Therefore f ∈ B∗, and B∗ is closed in D, as desired.
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Remark. Let X be a normed space. If X∗ is infinite-dimensional, we know that the closed unit ball in

X∗ is not compact in the norm topology. However, by Banach-Alaoglu theorem, it is compact in the weak-∗

topology. This is one important reason why we introduce the weak-∗ topology.

We also have another version of Banach-Alaoglu theorem on separable normed spaces, which is similar to

the Bolzano-Weierstrass theorem for R.

Theorem 2.55 (Banach-Alaoglu). Let X be a separable normed space. If {fn} is a bounded sequence of

points of X∗, then there exists a subsequence {fnk} that converges in the weak-∗ topology on X∗.

Proof. By boundedness, {fn} is contained in some closed ball B∗M := {f ∈ X∗ : ‖f‖ ≤M}. By Theorem 2.54,

B∗M is compact, hence limit-point compact in the weak-∗ topology on X∗. Then {fn}, being an infinite subset

of B∗M , has at least one limit point f0 ∈ B∗M .

We want to find a subsequence fnk
w∗→ f0. Note that X is separable, we choose its dense subset {xn, n ∈ N}.

For each k ∈ N, define

Uk =

{
f ∈ X∗ : |f(x1)− f0(x1)| < 1

k
, · · · , |f(xk)− f0(xk)| < 1

k

}
.

Since f0 is a limit point of {fn}, we can choose a subsequence fnk such that fnk ∈ Uk. For all x ∈ X and all

ε > 0, there exists xm such that ‖x− xm‖ < ε/(3M). Once k ≥ max{m, 3/ε}, we have

|f0(x)− fnk(x)| ≤ |f0(x)− f0(xm)|+ |f0(xm)− fnk(xm)|+ |fnk(xm)− fnk(x)|

≤ 2M‖x− xm‖+
1

k
< ε.

Hence we have fnk
w∗→ f0, as desired.

Theorem 2.56 (Banach-Alaoglu). Let X be a reflexive space. The unit closed ball B = {x ∈ X : ‖x‖ ≤ 1}
is weakly sequentially compact.

Proof. We first assume that X = X∗∗ is separable, so X∗ is separable by Lemma 2.50. Take (xn) ⊂ B. Then

the bounded sequence (Jxn) in X∗∗ has a weak* convergent subsequence (Jxnk) by Theorem 2.55. Since

J : X → X∗∗ is an isomorphism, (xnk) converges in the weak topology on X.

Now we assume that X is reflexive and let (xn) be a sequence in B. Let Y = span{xn : n ∈ N}. Then

Y is separable by definition, and by Theorem 2.47, Y is reflexive. Hence (xn) has a subsequence (xnk) that

converges weakly to an element of B, and B is sequentially weakly compact.

Remark. If X is a reflexive space, every bounded sequence in X has a weakly convergent subsequence.

Theorem 2.57 (Mazur). Let X be a real normed space, and let (xn) be a sequence of points of X that

converges to x ∈ X in the weak topology. Then there exists sequence (yn) such that every yn is a convex

combination of finitely many xn1
, · · · , xnk , and that yn

‖·‖→ x. Equivalently, x ∈ co ({xn, n ∈ N}).

Proof. Argue by contradiction. Let M := co ({xn, n ∈ N}) be the convex hull of (xn). Using hyperplane

separation theorem, if x /∈ M , there exists f ∈ X∗ and c ∈ R such that f(y) < c < f(x) for all y ∈ M . As a

result, f(xn) < c < f(x), contradicting xn
w→ x! Therefore x ∈M , as desired.

Corollary 2.58. Let M be a convex set in a normed space X. Then the closures of M in the norm topology

and in the weak topology coincide.
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3 Bounded Linear Operators

3.1 Baire Category Theorem

Definition 3.1 (Nowhere dense sets/rare sets). Let A be a subset of a topological space X. If the closure

of A does not contain any nonempty open subset of X, that is, A has no interior point, then A is said to be a

nowhere dense set (or a rare set) in X.

Remark. By definition, A is nowhere dense if and only if A is nowhere dense.

Lemma 3.2. Let A be a subset of a topological space X. Then A is rare if and only if X\A is dense in X.

Proof. X\A is dense in X ⇔ X\A intersects every open set in X ⇔ A is rare in X.

Example 3.3. Following are some instances for nowhere dense sets.

(i) The set of integers Z is rare in R. The set A =
{

1
n : n ∈ N

}
is rare in [0, 1].

(ii) Let X be a normed space. Let Y be a proper subspace of X. Then Y is rare in X. (If not, there exists

an open neighborhood of 0 contained in Y . Then Y is absorbing, and Y = X, a contradiction!)

(iii) A Cantor set C is obtained by repeatedly removing the open middle third from a collection of line

segments, starting from the unit interval [0, 1]:

C1 = [0, 1] → C2 =

[
0,

1

3

]
∪
[

2

3
, 1

]
→ C3 =

[
0,

1

9

]
∪
[

2

9
,

1

3

]
∪
[

2

3
,

7

9

]
∪
[

8

9
, 1

]
→ · · · .

The Cantor set C =
⋃∞
n=1 Cn is a rare set in R. To see this, let x ∈ C. Then any open interval of form

(x− ε, x + ε) is not contained in C, because the length of subintervals in Cn with n > log ε
log 2 is less than

2−n+1 < 2ε. (Note that Cn has 2n−1 subintervals of the same length.)

(iv) A Smith-Volterra-Cantor set is also obtained by removing certain intervals from [0, 1]. For instance, we

start from [0, 1] and remove the middle 1/4n from the remaining 2n−1 intervals at the n-th step:

K1 = [0, 1] → K2 =

[
0,

3

8

]
∪
[

5

8
, 1

]
→ K3 =

[
0,

5

32

]
∪
[

7

32
,

3

8

]
∪
[

5

8
,

25

32

]
∪
[

27

32
, 1

]
→ · · · .

Similar to (iii), the Smith-Volterra-Cantor set K =
⋃∞
n=1Kn is a nowhere dense set in R.

Note that at the n-th step, we remove subintervals of length 4−n × 2n−1 = 2−n−1 in total. Then the

Lebesgue measure of Kn is

m(Kn) = 1−
n−1∑
k=1

1

2k+1
=

1

2
+

1

2n
.

Hence m(K) = 1/2 > 0. It is seen that K is a rare set with positive Lebesgue measure.

Definition 3.4 (Baire spaces). A topological space X is said to be a Baire space if the following condition

holds: given any countable collection {Cn, n ∈ N} of closed nowhere dense subsets of X, their union
⋃∞
n=1 Cn

is also nowhere dense in X.

Remark. Let {An, n ∈ N} be a collection of nowhere dense subsets of a Baire space X. Then the union⋃∞
n=1An, being a subset of

⋃∞
n=1An, is also nowhere dense in X. Therefore we can drop the requirement of

“closed sets” in Definition 3.4. Applying Lemma 3.2, we obtain an equivalent definition of Baire spaces:
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A topological space X is a Baire space if and only if the following condition holds: given any countable

collection {Un, n ∈ N} of open dense subsets of X, their intersection
⋂∞
n=1 Un is also dense in X.

Definition 3.5 (René-Louis Baire categories). Let A be a subset of a topological space X. Then A is said

to be of the first category if it is contained in the union of a countable collection of nowhere dense sets in X;

otherwise, it is said to be of the second category.

Lemma 3.6. A space X is a Baire space if and only if every open subset of X is of the second category.

Proof. If X is a Baire space, then the union of every countable collection of nowhere dense subsets of X is

nowhere dense, which is impossible to contain X. Hence X is of the second category.

If X is not a Baire space, let {Cn, n ∈ N} be a collection of nowhere dense sets in X such that the union⋃∞
n=1 Cn contains some open set U in X. Then U is of the first category.

Remark. A space of second category is not necessarily a Baire space. Consider Y = X ∪Q, where X = [0, 1].

Since X is of the second category, so is Y . However,
⋂
q∈Q Y \{q} is a countable intersection of open dense sets

that is not dense.

Theorem 3.7 (Baire category theorem). A complete metric space X is a Baire space.

Proof. Let {Cn, n ∈ N} be a collection of closed nowhere dense sets in X. Given an open set U in X, we prove

that there exists x ∈ U such that x /∈
⋃∞
n=1 Cn. This implies

⋃∞
n=1 Cn is nowhere dense.

We first consider A1. By hypothesis, A1 does not contain U . Then we choose x1 ∈ U\A1. Since A1 is

closed, we choose 0 < ε1 < 1 such that U1 = O(x1, ε1) satisfies

U1 ⊂ U and U1 ∩A1 = ∅.

Now consider n ≥ 2. With the open set Un−1 given, we choose xn ∈ Un−1\An, and choose 0 < εn < 1/n

such that Un = O(xn, εn) satisfies

Un ⊂ Un−1 and Un ∩An = ∅.

Since X is complete, by Theorem 1.59, the nested sequence U1 ⊃ U2 ⊃ · · · admits a unique x ∈
⋃∞
n=1 Un.

Then X /∈ An for all n ∈ N, as desired.

Remark. Let {Un, n ∈ N} be a collection of open dense subsets of a complete metric space X. According

to Theorem 3.7, their intersection
⋂∞
n=1 Un is dense in X. Furthermore, we can prove that

⋂∞
n=1 Un is of the

second category. Otherwise, there exists a collection {Ek, k ∈ N} of closed nowhere dense sets in X such that⋂∞
n=1 Un ⊂

⋃∞
k=1Ek, which implies

(⋂∞
n=1 Un

)
∩
(⋂∞

k=1X\Ek
)

= ∅. However, this is a dense subset of X by

the conclusion we proved.

Example 3.8. Following are some instances for spaces of the first category and of the second category.

(i) The set of integers Z is a Baire space itself: Only ∅ is nowhere dense in X, because every subset of N is

open. Nevertheless, Z is of the first category in R.

(ii) The set of rationals Q is not a Baire space. It is of the first category in R.

(iii) The set of irrationals R\Q is of the second category. Otherwise, there exist countably many nowhere

dense sets {An} such that R\Q =
⋃∞
n=1An. Then R =

(⋃∞
n=1An

)
∪
(⋃

q∈Q{q}
)

is of the first category,

a contradiction to Baire category theorem!
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(iv) The unit closed interval [0, 1] is of the second category by Baire category theorem. Then it is uncountable.

Otherwise, it is of the first category.

(v) Choose a collection of open subsets

Ek =
⋃
rn∈Q

(
rn −

1

k2n
, rn +

1

k2n

)
, k ∈ N.

By Baire category theorem,
⋂∞
k=1Ek is a dense set in X of the second category. Since Q is of the first

category, we have Q (
⋂∞
k=1Ek. Then

0 ≤ m(Q) ≤ m

( ∞⋃
n=1

Ek

)
= lim
k→∞

m(Ek) = 0.

It is seen that
⋂∞
n=1Ek is a set of the second category with Lebesgue measure zero.

(vi) According to Example 3.3, the Smith-Volterra-Cantor K is a set of the first category with m(K) > 0.

Review: Weierstrass function. Karl Weierstrass has given a construction of continuous but nowhere

differentiable functions. Let a ∈ (0, 1), and let b be an odd integer such that ab > 1 + 3π
2 . We define function

f(x) =

∞∑
n=0

an cos (bnπx) , x ∈ R.

By Weierstrass M-test, the partial sum given by f converges uniformly, hence f is continuous. Interestingly,

f is nowhere differentiable on R. Fix x0 ∈ R. By definition, we need to argue that the limit

lim
x→x0

f(x)− f(x0)

x− x0

does not exist. In particular, we show that the difference quotient oscillates drastically as x approaches x0.

We first construct two sequences (ym) and (zm) that approach x0 from below and above, respectively. For

each m ∈ N, we choose an integer αm close to bmx0. To be specific, let αm be such that

xm := bmx0 − αm ∈
(
−1

2
,

1

2

]
, αm ∈ Z.

And choose ym and zm as follows:

ym = x0 −
1 + xm
bm

=
αm − 1

bm
, zm = x0 +

1− xm
bm

=
αm + 1

bm
.

The difference quotient at ym is

f(ym)− f(x0)

ym − x0
=

∑∞
n=0 a

n [cos(bnπym)− cos (bnπx0)]

ym − x0

=

m−1∑
n=0

an
cos(bnπym)− cos (bnπx0)

ym − x0
+

∞∑
n=0

an+m cos(bn+mπym)− cos (bn+mπx0)

ym − x0

= −
m−1∑
n=0

π(ab)n
sin
(
bnπ(ym+x0)

2

)
sin
(
bnπ(ym−x0)

2

)
bnπ(ym−x0)

2︸ ︷︷ ︸
=:S1

−
∞∑
n=0

an+m (−1)αm (1 + cos (bnπxm))
1+xm
bm︸ ︷︷ ︸

=:S2

,
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We can easily bound S1:

|S1| =
m−1∑
n=0

π(ab)n
∣∣∣∣sin(bnπ(ym + x0)

2

)∣∣∣∣
∣∣∣∣∣∣
sin
(
bnπ(ym−x0)

2

)
bnπ(ym−x0)

2

∣∣∣∣∣∣ ≤
m−1∑
n=0

π(ab)n = π
(ab)m − 1

ab− 1
.

Hence there exists |ξ| < 1 such that S1 = ξπ (ab)m

ab−1 . For S2, drop all terms n ≥ 1:

∞∑
n=0

an
(1 + cos (bnπxm))

1 + xm
≥ (1 + cos (πxm))

1 + xm
≥ 2

3
,

where the inequality follows from −1/2 ≤ xm < 1/2. Then there exists η ≥ 2
3 such that S2 = (−1)αm(ab)mη.

As a result,∣∣∣∣f(ym)− f(x0)

ym − x0

∣∣∣∣ = |S1 − S2| =
∣∣∣∣(−1)αm(ab)mη

(
1− (−1)αm

ξπ

η(ab− 1)

)∣∣∣∣ ≥ 2

3
(ab)m

(
1− 3π

2(ab− 1)

)
→∞.

A similar statement also holds for (zm). Therefore, f is not differentiable at x0. Since x0 is arbitrary, f is

nowhere differentiable on R.

Example 3.9 (The set of continuous and nowhere differentiable functions). The construction of continuous

but nowhere differentiable functions given by Weierstrass is non-trivial. Interestingly, we can argue that these

“strange” functions are very rich in the space of continuous functions.

Consider the space C([0, 1]) of continuous functions on [0, 1]. The set of all continuous and nowhere

differentiable functions on [0, 1] is of the second category in C([0, 1]). In a nutshell, there exists a large amount

of continuous and nowhere differentiable functions. To see this, we define a collection of subsets

FN =

{
f ∈ C([0, 1]) : ∀x ∈ [0, 1], ∃y ∈ [0, 1] such that

∣∣∣∣f(x)− f(y)

x− y

∣∣∣∣ > N

}
, N ∈ N.

Claim 1. We first claim that FN is open. Let (fn) be a sequence of functions in

F cN =

{
f ∈ C([0, 1]) : ∃x ∈ [0, 1] such that ∀y ∈ [0, 1],

∣∣∣∣f(x)− f(y)

x− y

∣∣∣∣ ≤ N}
such that fn converges uniformly to f ∈ C([0, 1]). We choose xn ∈ [0, 1] to be such that∣∣∣∣fn(y)− fn(xn)

y − xn

∣∣∣∣ ≤ N
for all y ∈ [0, 1]. There exists convergent subsequence xnk → x ∈ [0, 1]. Then for all y ∈ [0, 1],

|f(x)− f(y)| ≤ |f(x)− fnk(x)|+ |fnk(x)− fnk(xnk)|+ |fnk(xnk)− fnk(y)|+ |fnk(y)− f(y)|

≤ ‖f − fnk‖∞ +N |x− xnk |+N |xnk − y|+ ‖f − fnk‖∞
≤ 2‖f − fnk‖∞ + 2N |x− xnk |+N |x− y|.

Let k →∞, then we have f ∈ F cN . Hence F cN is closed, and FN is open.

Claim 2. We then claim that FN is dense in C([0, 1]).

Proof. Given f ∈ C([0, 1]) and ε > 0, we wish to find g ∈ FN such that ‖f − g‖∞ < ε. By uniform continuity

of f , we choose δ > 0 such that |f(x)− f(y)| < ε/5 for all |x− y| < δ.
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Let n > 1/δ, and divide [0, 1] into n subintervals
[
k−1
n , kn

]
, within each the amplitude of f is less than ε/5.

Then let M > 5N
nε , and partition

[
k−1
n , kn

]
into M subintervals again:

k − 1

n
= x(k−1)M <

(k − 1)M + 1

nM
= x(k−1)M+1 < · · · <

kM − 1

nM
= xkM−1 <

k

n
= xkM .

For p = 0, 1, · · · , nM , we define g(xp) = f(xp) + (−1)p ε/5 at xp ∈ [0, 1], and connect points (xp−1, g(xp−1))

and (xp, g(xp)) by line segment. Then we obtain a piecewise-linear function g ∈ C([0, 1]).

We show that g ∈ FN . For each x ∈ [0, 1], choose x ∈ [xkM+j−1, xkM+j ]. Then∣∣∣∣g(xkM+j)− g(x)

xkM+j − x

∣∣∣∣ =

∣∣f(xkM+j) + (−1)kM+jε/5− f(xkM+j−1)− (−1)kM+j−1ε/5
∣∣

(nM)−1

≥ 2ε/5− |f(xkM+j)− f(xkM+j−1)|
(nM)−1

> N.

Then g ∈ FN . Furthermore,

|f(x)− g(x)| ≤ |f(x)− f(xkM+j)|+ |f(xkM+j)− g(xkM+j)|+ |g(xkM+j)− g(x)|︸ ︷︷ ︸
≤|g(xkM+j)−g(xkM+j−1)|

≤ |f(x)− f(xkM+j)|+ |f(xkM+j)− g(xkM+j)|+ |f(xkM+j)− f(xkM+j−1)|+ 2ε

5
< ε.

Hence ‖f − g‖∞ < ε. As a result, FN is dense in C([0, 1]).

Claim 3. Finally, we claim that the set of all continuous and nowhere differentiable functions in C([0, 1]) is

of the second category.

If f ∈ C([0, 1]) is differentiable at some x ∈ [0, 1], then we choose δ > 0 such that∣∣∣∣f(x)− f(y)

x− y

∣∣∣∣ ≤ 1 + |f ′(x)|

for all |x− y| < δ. For |x− y| ≥ δ, we have∣∣∣∣f(x)− f(y)

x− y

∣∣∣∣ ≤ 2‖f‖∞
δ

.

Therefore, if we choose

N > max

{
1 + |f ′(x)| , 2‖f‖∞

δ

}
,

then we have f /∈ FN . Hence every function in
⋂∞
n=1 FN is continuous and nowhere differentiable. Moreover,⋂∞

n=1 FN is of the second category by Baire category theorem.
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3.2 Banach Bounded Inverse, Open Mapping & Closed Graph Theorems

Definition 3.10 (Invertible bounded linear operators). Let X and Y be normed spaces. Let T ∈ B(X,Y ).

Then T is said to be invertible if T : X → Y is bijective and T−1 ∈ B(Y,X).

Remark. By definition,the operator T ∈ B(X,Y ) is invertible if and only if there exists S ∈ B(Y.X) such

that S ◦ T = IX and T ◦ S = IY , where IX and TY are identity operators in X and Y . In this case, T−1 := S

is said to be the inverse of T .

Example 3.11. Let X be a finite-dimensional normed space, and let T ∈ B(X). Then T is injective if and

only if it is surjective. In this case, T−1 ∈ B(X).

However, for infinite-dimensional spaces, the case becomes complicated. Let X = l2(N) be the space of

square-summable sequences. Define the left-shift and right-shift operators on X as follows:

S : (x1, x2, · · · )→ (x2, x3, · · · ), T : (x1, x2, · · · )→ (0, x1, x2, · · · ).

Then S ·T = IX , but T ◦S 6= IX . Hence T is injective but not surjective, and S is surjective but not injective.

In Definition 3.10, the boundedness of T−1 is required. Here is an example of bounded linear operators that

are bijective but not invertible. Let X = C([a, b]), and let Y = {f ∈ C([a, b]) : f(a) = 0 and f ′ ∈ C([a, b])} be

a subspace of X. Define T : X → Y as

(Tf)(x) =

∫ x

a

f(t) dt, x ∈ [a, b].

By definition, ‖T‖ ≤ b− a. Then T ∈ B(X,Y ), and T : X → Y is bijective. However, the inverse of T is the

differential operator: (T−1ϕ)(x) = d
dxϕ(x), which is not bounded.

The reason that T : X → Y is not invertible is that Y is not complete. In general, we have the following

important theorem about invertible operators.

Theorem 3.12 (Banach bounded inverse theorem). Let X and Y be Banach spaces. If T ∈ B(X,Y ) is a

bijection from X onto Y , then T is invertible, that is, T−1 ∈ B(Y,X).

The proof of Theorem 3.12 uses the open mapping theorem.

Theorem 3.13 (Open mapping theorem). Let X and Y be Banach spaces, and let T ∈ B(X,Y ). If

T : X → Y is surjective, then T is an open mapping, i.e. for all open U ⊂ X, its image TU is open in Y .

Proof of Theorem 3.12. By definition, if T : X → Y is an open mapping, then T−1 : Y → X is continuous.

Before proving Theorem 3.13, we introduce some notations. Let A be a subset of a vector space X. Let

x ∈ X, and let α be a number. Then x+A = {x+ y : y ∈ A} , αA = {αx : x ∈ A} .

Proof of Theorem 3.13. Given an open set G ⊂ X, we prove that TG is open in Y . That is, for any point x

of G, Tx is an interior point of TG. We use OX and BX to denote open and closed balls in X.

Step I: We prove that there exists δ > 0 such that TBX(0, 1) is dense in OY (0, δ).

Since X =
⋃∞
n=1BX(0, n), we have Y = TX =

⋃∞
n=1 TBX(0, n). By completeness of Y , it is of the second

category. Hence there exists TBX(0, N) that is not nowhere dense. As a result, there exists y0 ∈ Y and η > 0

such that TBX(0, N) is dense in OY (y0, η).

Let Tx0 = y0. If M = N + ‖x0‖, then TBX(0,M) ⊃ TBX(0, N)− Tx0 is dense in OY (0, η).
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Step II: We prove that TBX(0, 1) ⊃ OY
(
0, δ2
)
.

Choose y0 ∈ OY (0, δ). By Step II, choose x1 ∈ BX(0, 1) such that ‖y0 − Tx1‖ < δ/2, which implies

y1 = y0 − Tx1 ∈ OY (0, δ/2). By induction, with yn−1 ∈ OY
(
0, 21−nδ

)
given, choose xn ∈ BX(0, 21−n) such

that yn = yn−1 − Txn ∈ OY (0, 2−nδ). Therefore

‖y0 − T (x1 + · · ·+ xn)‖ < δ

2n
.

Since xn ∈ BX(0, 21−n), by completeness of X, let x0 =
∑∞
n=1 xn ∈ X. Then ‖x0‖ ≤

∑∞
n=1 ‖xn‖ ≤ 2. By

continuity of T , we have Tx0 = y0. Then TBX(0, 2) ⊃ OY (0, δ). The result follows from linearity of T .

Step III: Since G is open, for all x ∈ G, there exists OX(0, bx) ⊂ G. If α < bx, BX(x, α) ⊂ G. Then

TBX(x, α) = Tx+ αTBX(0, 1) ⊂ TG.

By Step II, we have OY (Tx, αδ2 ) ⊂ TG.

Remark. Analogously, an operator T : X → Y is said to be a closed mapping, if for all closed subset G ⊂ X,

its image TG is closed in Y .

A surjection T ∈ B(X,Y ) is an open mapping, but it need not to be a closed mapping. For instance,

consider the projection map π1 : R2 → R, (x, y) 7→ x. The set G = {(x, y) : xy = 1} is a closed set in R2, but

its image TG = R\{0} is not closed in R.

Following are applications of bounded inverse theorem and open mapping theorem.

Theorem 3.14 (Equivalence of norms). Let ‖ · ‖a and ‖ · ‖b be two norms on a vector space X. If both

(X, ‖ · ‖a) and (X, ‖ · ‖b) are complete, and there exists c > 0 such that ‖x‖b ≤ c‖x‖a for all x ∈ X, then ‖ · ‖a
and ‖ · ‖b are equivalent.

Proof. We show that there exists c′ > 0 such that ‖x‖a ≤ c′‖x‖b. Consider the identity map

IdX : (X, ‖ · ‖a)→ (X, ‖ · ‖b).

Then ‖IdX‖ ≤ c. By Theorem 3.12, Id−1
X is also bounded, and the result follows.

Theorem 3.15. Let X and Y be Banach spaces, and T ∈ B(X,Y ) is injective. Then R(T ) is closed if and

only if T is bounded from below, that is, there exists c > 0 such that ‖Tx‖ ≥ c‖x‖ for all x ∈ X.

Proof. If R(T ) ⊂ Y is closed, then R(T ) is complete. By Theorem 3.12, T : X → R(T ) has bounded inverse.

Conversely, let yn be a sequence in R(T ) that converges to y. It suffices to show y ∈ R(T ). By injectivity

of T , choose xn = T−1yn. Then ‖xn− xm‖ ≤ 1
c‖yn− ym‖, and (xn) is a Cauchy sequence, which converges to

some x ∈ X. By continuity of T , we have Tx = limn→∞ Txn = y.

Example 3.16. Given ϕ ∈ L∞([0, 1]), define linear operator Mϕ on L1([0, 1]) by

(Mϕf)(t) = ϕ(t)f(t), f ∈ L1([0, 1]), t ∈ [0, 1].

Then ‖Mϕ‖ = ‖ϕ‖∞, and Mϕ is invertible if and only if there exists c > 0 such that |ϕ| ≥ c a.e. on [0, 1].

Proof. If Mϕ is invertible, then ‖f‖1 ≤ ‖M−1
ϕ ‖ ‖Mϕf‖1 for all f ∈ L1([0, 1]). If m(|ϕ| < ‖M−1

ϕ ‖−1) > 0, we

derive a contradiction by setting f = χ{|ϕ|<‖M−1
ϕ ‖−1}. Hence |ϕ| ≥ c := ‖M−1

ϕ ‖−1 a.e. on [0, 1].
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Conversely, if there exists c > 0 such that |ϕ| ≥ c a.e. on [0, 1], we can recover M−1
ϕ by

(M−1
ϕ f) =


f(t)
ϕ(t) , ϕ(t) 6= 0,

0, ϕ(t) = 0.

Clearly, ‖M−1
ϕ f‖1 ≤ 1

c‖f‖1 for all f ∈ L1([0, 1]), which implies M−1
ϕ ∈ B(L1([0, 1])), and ‖M−1

ϕ ‖ ≤ 1
c .

An alternative proof is based on Theorem 3.12, where we prove that T is a bijection on L1([0, 1]).

Now we introduce the definition of graphs.

Definition 3.17 (Graphs). Let T : D(T )→ Y be a map. The set

Gr (T ) = {(x, Tx) : x ∈ D(T )} ,

which is a subset of D(T )× Y , is called the graph of T .

Remark. Let (X, dX) and (Y, dY ) be metric spaces. We can define a product metric d on X × Y as

d((x, y), (x′, y′)) =
√
dX(x, x′)2 + dY (y, y′)2.

In fact, the topology that d induces is the product topology on X × Y . That is, every basis element of this

topology is of the form U × V , where U and V are open subsets of X and Y , respectively.

Let T : D(T )→ Y be a map, where D(T ) ⊂ X. If Gr (T ) is closed in X × Y (given the product topology),

then T is said to have a closed graph.

Lemma 3.18. Let X and Y be two topological spaces, and let Y be Hausdorff. Let T : D(T ) → Y be a

continuous operator, and D(T ) ⊂ X. If D(T ) is closed, then T has closed graph.

Proof. Let (x0, y0) be a limit point of Gr (T ) = {(x, Tx) : x ∈ D(T )}. Then every neighborhood of (x0, y0) has

at least one point of Gr (T ), and x0 is a limit point of D(T ). Since D(T ) is closed, x0 ∈ D(T ).

If y0 6= Tx0, there exists disjoint open subsets U and V of Y that contains y0 and Tx0, respectively. By

continuity of T , the set T−1V ×U is an open neighborhood of (x0, y0) in X ×Y . However, it does not contain

any point of Gr (T ), contradicting the fact that (x0, y0) is a limit point of Gr (T ). Hence y0 = Tx0.

Example 3.19. (Differential operator). We define T : C1([a, b])→ C([a, b]) to be the differential operator:

(Tf)(t) = f ′(t), f ∈ C1([a, b]), t ∈ [a, b].

Give C1([a, b]) the supremum norm on C([a, b]). Clearly, T is unbounded: if fn(T ) = sin(nt) ∈ C([0, 2π]), so

that ‖fn‖ = 1, then

‖Tfn‖ = sup
t∈[0,2π]

n cosnt = n→∞.

Interestingly, T has a closed graph. To see this, let (fn) be a sequence in C1([a, b]) such that fn ⇒ f and

f ′n ⇒ g. The uniform convergence of derivatives implies f ∈ C1([a, b]) and f ′ = g.
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Theorem 3.20 (Closed graph theorem). Let X and Y be Banach spaces. Let T be a linear operator from

D(T ) into Y , where D(T ) is a closed subspace of X. Then T is continuous if and only if it has a closed graph.

Proof. Following Lemma 3.18, it remains to show the continuity of linear operator T with a closed graph.

Define norm ‖(x, y)‖ =
√
‖x‖2 + ‖y‖2 on X × Y . Since X and Y are Banach spaces, X × Y becomes a

Banach space under norm ‖ · ‖. Clearly, the closed subspaces D(T ) and Gr (T ) are also Banach spaces.

Define π : Gr (T )→ D(T ), (x, Tx) 7→ x. Then ‖π‖ ≤ 1, and π is bounded. By Theorem 3.12, the inverse

π−1 : x 7→ (x, Tx) is also bounded, and

‖Tx‖ ≤ ‖(x, Tx)‖ = ‖π−1(x)‖ ≤ ‖π−1‖ ‖x‖ , ∀x ∈ D(T ).

Hence T ∈ B(D(T ), Y ) is continuous.

Following are applications of closed graph theorem.

Example 3.21. Let f be a measurable function on [0, 1]. If fg ∈ L1([0, 1]) for all g ∈ L2([0, 1]), then

f ∈ L2([0, 1]).

Proof. Define T : L2([0, 1])→ L1([0, 1]), g 7→ fg. We show that T has closed graph.

Let gn be a sequence in L2([0, 1]) such that ‖gn − g‖2 → 0 and ‖fgn − h‖1 → 0. By Chebyshev inequality,

for all σ > 0,

m(|gn − g| ≥ σ) ≤ 1

σ2
‖gn − g‖22, m(|fgn − h| ≥ σ) ≤ 1

σ
‖fg − h‖1.

Hence gn → g, and fgn → h in Lebesgue measure, and there exists subsequence (gnk) such that gnk → g a.e.,

and fgnk → h a.e.. Then fg = h, and T has closed graph.

By Theorem 3.20, T is continuous. Choose fχ{|f |<n} ∈ L2([0, 1]), then

‖fχ{|f |<n}‖2 =
‖f2χ{|f |<n}‖1
‖fχ{|f |<n}‖2

≤ ‖T‖.

Let n→∞, we have ‖f‖2 ≤ ‖T‖. Hence f ∈ L2([0, 1]).

Example 3.22. Let X and Y be Banach spaces. Let T be an linear operator from X into Y . If f ◦ T ∈ X∗

for all f ∈ Y ∗, then T ∈ B(X,Y ).

Proof. Following Theorem 3.20, we show that T has a closed graph. Let (xn) be a sequence of points of X

such that xn → x ∈ X, and Txn → y ∈ Y . We need to show that y = Tx.

By continuity of f ∈ Y ∗, we have f(Txn) → f(y). By continuity of f ◦ T , f(Txn) → f(Tx). Then for

f ∈ Y ∗, f(y) = f(Tx). If y 6= Tx, by Hahn-Banach theorem, there exists f0 ∈ Y ∗ such that f(y) 6= f(Tx), a

contradiction! Hence y = Tx.
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3.3 Banach-Steinhaus Theorem

Theorem 3.23 (Banach-Steinhaus theorem/uniform boundedness principle). Let X be a Banach space, and

Y a normed space. Let {Tλ}λ∈Λ ⊂ B(X,Y ). If supλ∈Λ ‖Tλx‖ <∞ for all x ∈ X, then supλ∈Λ ‖Tλ‖ <∞.

Proof. Since supλ∈Λ ‖Tλx‖ <∞ for all x ∈ X, we define a norm on X by

‖x‖1 := max

{
‖x‖, sup

λ∈Λ
‖Tλx‖

}
.

We claim that (X, ‖ · ‖1) is a Banach space. Let (xn) be a Cauchy sequence in (X, ‖ · ‖1): for all ε > 0, there

exists N such that ‖xn − xm‖1 < ε/2 for all n,m ≥ N . Since ‖x‖ ≤ ‖x‖1 for all x ∈ X, (xn) is also a Cauchy

sequence in (X, ‖ · ‖). Hence there exists x0 ∈ X such that limn→∞ ‖xn − x0‖ = 0.

Fix ε > 0. Since (xn) is Cauchy relative to ‖ · ‖1, there exists N such that for all λ ∈ Λ and all n,m ≥ N ,

‖Tλ(xn − xm)‖ < ε

2
. (3.1)

Let m→∞ in (3.1), we have ‖Tλ(xn − x0)‖ ≤ ε/2 for all λ ∈ Λ and all n ≥ N , which implies

sup
λ∈Λ
‖Tλ(xn − x0)‖ ≤ ε

2
< ε, ∀n ≥ N.

Hence limn→∞ ‖xn − x0‖1 = 0, and (X, ‖ · ‖1) is complete. By Theorem 3.14, there exists c > 0 such that

‖x‖1 ≤ c‖x‖ for all x ∈ X. As a result, supλ∈Λ ‖Tλx‖ ≤ c‖x‖ for all x ∈ X, and supλ∈Λ ‖Tλ‖ ≤ c.

Remark. The hypothesis of completeness of X cannot be removed. Following is a simple counterexample.

Consider the space (Cc(R), ‖ · ‖∞), where Cc(R) is the set of compactly supported continuous functions on

R, and ‖f‖∞ = supt∈R |f(t)| for all f ∈ Cc(R). Clearly, (Cc(R), ‖ · ‖∞) is not a Banach space, because the

Cauchy sequence fn(t) = exp(−t2)χ[−n,n](t) does not converges in Cc(R).

We define operators Tn for all n ∈ N as follows:

(Tnf)(t) = tχ[−n,n](t)f(t), ∀f ∈ Cc(R).

Then for all f ∈ Cc(R), t 7→ tf(t) is also compactly supported and continuous. Then we have

sup
n∈N
‖Tnf‖ = sup

t∈R
tf(t) <∞.

However, ‖Tn‖ = n, which implies that {Tn}n∈N is not uniformly bounded.

Theorem 3.24 (Banach-Steinhaus, Baire category version). Let X be a Banach space, and let Y be a

normed space. Let {Tλ}λ∈Λ ⊂ B(X,Y ). If the set

R :=

{
x ∈ X : sup

λ∈Λ
‖Tλx‖ <∞

}
is of the second category in X, then supλ∈Λ ‖Tλ‖ <∞.

Proof. Define p : X → [0,∞], x 7→ supλ∈Λ ‖Tλx‖. Then p is a seminorm on X, and

R = {x ∈ X : p(x) <∞} =

∞⋃
k=1

{x ∈ X : p(x) ≤ k}︸ ︷︷ ︸
=:Xk

=

∞⋃
k=1

⋂
λ∈Λ

{x ∈ X : ‖Tλx‖ ≤ k}
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By continuity of Tλ, {x ∈ X : ‖Tλx‖ ≤ k} is closed in X, and Xk is closed for all k ∈ N. Since R is of the

second category, there exists Xk that is not nowhere dense. Moreover, there exists O(x0, ε) contained in Xk.

Let N = k + p(x0). Then O(0, ε) ⊂ XN , which implies

p

(
εx

2‖x‖

)
≤ N, ∀x ∈ X ⇒ p (x) ≤ 2N

ε
‖x‖, ∀x ∈ X.

As a result, supλ∈Λ ‖Tλ‖ ≤ 2N
ε , as desired.

Example 3.25. By Hölder’s inequality, we know that L2([0, 1]) ⊂ L1([0, 1]). In fact, L2([0, 1]) is a first-

category subset of of L1([0, 1]).

Proof. Let fn = nχ[0,n−3] for all n ∈ N. Define Fn ∈ (L1([0, 1]))∗ as

Fn(g) =

∫
[0,1]

fng dm, ∀g ∈ L1([0, 1]).

Then ‖Fn‖ = ‖fn‖∞ = n. Meanwhile, for all h ∈ L2([0, 1]),

Fn(h) ≤ ‖fn‖2 ‖h‖2 =
1√
n
‖h‖2 ≤ ‖h‖2 <∞, ∀n ∈ N.

If L2([0, 1]) is of the second category, Theorem 3.24 implies that supn∈N ‖Fn‖ <∞, a contradiction!

Another version of Banach-Steinhaus theorem is based on countable collections of operators.

Theorem 3.26 (Banach-Steinhaus). Let X be a Banach space, and Y a normed space. Let (Tn) be a

sequence of operators in B(X,Y ). If (Tnx) converges in Y for all x ∈ X, then there exists T ∈ B(X,Y ) such

that limn→∞ Tnx = Tx, and ‖T‖ ≤ lim infn→∞ ‖Tn‖.

Proof. Define T : X → Y, x 7→ limn→∞ Tnx. The linearity of T follows immediately from (Tn). Clearly,

{x ∈ X : supn∈N ‖Tnx‖} = X is complete, hence of the second category. By Theorem 3.24, supn∈N ‖Tλ‖ <∞.

Furthermore,

‖Tx‖ = lim
n→∞

‖Tnx‖ = lim inf
n→∞

‖Tnx‖ ≤ lim inf
n→∞

‖Tn‖ ‖x‖ , ∀x ∈ X.

Hence ‖T‖ ≤ lim infn→∞ ‖Tn‖, as desired.

Example 3.27. Let 1 ≤ p ≤ ∞. Let f be a Lebesgue measurable function on [a, b]. If fg ∈ L1([a, b]) for all

g ∈ Lp([a, b]), then f ∈ Lq([a, b]), where p−1 + q−1 = 1.

Proof. Choose g = χ[a,b], we know that f ∈ L1([a, b]). For all n ∈ N, define sequence of bounded functions on

[a, b] by fn = fχ|f |<n. Then fn → f a.e. on [a, b]. We then define

Fn(g) =

∫
[a,b]

fng dm, g ∈ Lp([a, b]).

By Hölder’s inequality, Fn ∈ (Lp([a, b]))∗, and ‖Fn‖ = ‖fn‖q. Since |fng| ≤ |fg|, the Lebesgue dominated

convergence theorem implies

lim
n→∞

Fn(g) = lim
n→∞

∫
[a,b]

fng dm =

∫
[a,b]

fg dm, ∀g ∈ Lp([a, b]).
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Define linear functional F (g) =
∫

[a,b]
fg dm on Lp([a, b]). Using Theorem 3.26, we have F ∈ (Lp([a, b]))∗, and

‖f‖q = ‖F‖ ≤ lim infn→∞ ‖Fn‖, which implies f ∈ Lq([a, b]).

Analogous to the weak topology in dual spaces, we also use some weaker convergences in the space of

operators in lieu of convergence in operator norm.

Definition 3.28 Let X and Y be normed spaces. Let (Tn) be a sequence of operators in B(X,Y ), and

T ∈ B(X,Y ).

(i) (Convergence in strong operator topology, SOT). (Tn) is said to converges to T in strong operator

topology, if limn→∞ ‖Tnx− Tx‖ = 0 for all x ∈ X. We write Tn
SOT→ T .

(ii) (Convergence in weak operator topology, WOT). (Tn) is said to converges to T in weak operator topology,

if Tnx
w→ Tx for all x ∈ X, namely, f(Tnx)→ f(Tx) for all f ∈ Y ∗ and all x ∈ X. We write Tn

WOT→ T .

Remark. Clearly, ‖Tx‖ ≤ ‖T‖ ‖x‖, and ‖f(Tx)‖ ≤ ‖f‖ ‖Tx‖. Therefore,

Tn
‖·‖→ T ⇒ Tn

SOT→ T ⇒ Tn
WOT→ T.

The converse does not hold in general. Let X = Y = l2(N), and consider the left-shift operator S and

right-shift operator T .

(i) Sn
SOT→ 0, but ‖Sn‖ = 1 for all n ∈ N.

(ii) Tn
WOT→ 0, but ‖Tnx‖ = ‖x‖ for all x ∈ X and n ∈ N, namely, Tn does not converges to 0 in strong

operator topology.

Theorem 3.29 (Banach-Steinhaus). Let X and Y be Banach spaces. Let (Tn) be a sequence of operators

in B(X,Y ) such that Tn
WOT→ T , where T ∈ B(X,Y ). Then supn∈N ‖Tn‖ <∞.

Proof. By convergence in weak operator topology, f(Tnx)→ f(Tx) for all x ∈ X and all f ∈ Y ∗. Then

Rx =

{
f ∈ Y ∗ : sup

n∈N
|f(Tnx)| <∞

}
= Y ∗

is of the second category. By Theorem 3.24, supn∈N ‖Tnx‖ < ∞ for all x ∈ X. Again by Theorem 3.23,

supn∈N ‖Tn‖ <∞.
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3.4 Adjoint Operators

3.4.1 Adjoint Operators in Normed Spaces

Definition 3.30 (Adjoint operators/conjugate operators). Let X and Y be normed spaces, and T ∈
B(X,Y ). If there exists T ∗ ∈ B(Y ∗, X∗) such that (T ∗f)(x) = f(Tx) for all x ∈ X and f ∈ Y ∗, then

T ∗ is said to be the adjoint (operator)/conjugate operator of T .

Example 3.31 Following are some instances for adjoint operators.

(i) Let X be an n-dimensional normed space, and {e1, · · · , en} a basis of X. Let Y be an m-dimensional

normed space, and {f1, · · · , fm} a basis of Y . Then any linear operator T : X → Y is determined by an

m-by-n matrix A = (aij)m×n:

Tej =

m∑
k=1

akjfk
def⇔ T (e1, · · · , en) = (f1, · · · , fm)


a11 · · · a1n

...
. . .

...

am1 · · · amn


Let e∗j ∈ X∗ be such that e∗jek = δjk for k = 1, · · · , n. Then {e∗1, · · · , e∗n} is a basis of X∗. Similarly we

choose a dual basis {f∗1 , · · · , f∗m} for Y ∗. Then

(T ∗f∗i ) ej = f∗i (Tej) =

n∑
k=1

akjf
∗
i fk = aij ⇒ T ∗ (f∗1 , · · · , f∗m) = (e∗1, · · · , e∗n)


a11 · · · am1

...
. . .

...

a1n · · · amn

 .

It is seen that under the dual basis, the adjoint of T is the matrix transpose.

(ii) We define an operator T on L1([a, b]) by

(Tf)(x) =

∫ x

a

f(t) dt, ∀f ∈ L1([a, b]).

We view T as an operator from L1([a, b]) into C([a, b]). Let’s find its adjoint T ∗ : V0([a, b])→ L∞([a, b]),

such that for all ϕ ∈ V0([a, b]) and all f ∈ L1([a, b]),

(T ∗ϕ)(f) = 〈Tf, ϕ〉 =

∫ b

a

(Tf)(t) dϕ(t) =

∫ b

a

∫ t

a

f(s) ds dϕ(t).

By Fubini’s theorem, since the mapping (s, t) 7→ f(s) lies in L1([a, b]× [a, b]), we have

∫ b

a

∫ t

a

f(s) ds dϕ(t) =

∫ b

a

f(s)

(∫ b

s

dϕ(t)

)
ds.

Therefore (T ∗ϕ)(s) =
∫ b
s
dϕ(t), ∀ϕ ∈ V0([a, b]).

(iii) We view T as an operator from L1([a, b]) into L1([a, b]). Let’s find its adjoint T ∗ : L∞([a, b])→ L∞([a, b]),

such that for all g ∈ L∞([a, b]) and all f ∈ L1([a, b]),

(T ∗g)(f) = 〈Tf, g〉 =

∫ b

a

(Tf)(t)g(t) dt =

∫ b

a

∫ t

a

f(s)g(t) ds dt =

∫ b

a

f(s)

(∫ b

s

g(t) dt

)
ds.

Therefore (T ∗g)(s) =
∫ b
s
g(t) dt, ∀g ∈ L∞([a, b]).
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Theorem 3.32 (Properties of adjoint operators). Let X, Y and Z be normed spaces.

(i) For all T ∈ B(X,Y ), its has a unique adjoint T ∗ ∈ B(Y ∗, X∗).

(ii) The mapping T 7→ T ∗, B(X,Y )→ B(Y ∗, X∗) is linear and norm-preserving.

(iii) Id∗X = IdX∗ .

(iv) For all T ∈ B(X,Y ) and S ∈ B(Y, Z), (ST )∗ = T ∗S∗.

(v) Whenever T ∈ B(X,Y ) is invertible, so is T ∗. Moreover,

(T ∗)−1 = (T−1)∗.

(vi) For all T ∈ B(X,Y ),

ker(T ∗) = R(T )⊥, ker(T ) = ⊥R(T ∗).

As a result, R(T ) = ⊥ ker(T ∗).

(vii) View X and Y as subspaces of X∗∗ and Y ∗∗, respectively. Then for all T ∈ B(X,Y ), the biconjugate

T ∗∗ := (T ∗)∗ ∈ B(X∗∗, Y ∗∗), and T ∗∗|X = T .

Proof. (i) Clearly, |f(Tx)| ≤ ‖f‖ ‖T‖ ‖x‖ for all f ∈ Y ∗ and x ∈ X. Given f ∈ Y ∗, define

(T ∗f)(x) = f(Tx), ∀x ∈ X.

Then T ∗f ∈ X∗, and ‖T ∗f‖ ≤ ‖f‖ ‖T‖. Furthermore, T ∗ ∈ B(Y ∗, X∗), and ‖T ∗‖ ≤ ‖T‖.

(ii) The linearity of T 7→ T ∗ is clear. Following (i), it remains to show ‖T ∗‖ ≥ ‖T‖: if T 6= 0,

‖Tx‖ = sup
f∈Y ∗, ‖f‖=1

|f(Tx)| = sup
f∈Y ∗, ‖f‖=1

|(T ∗f)(x)| ≤ sup
f∈Y ∗, ‖f‖=1

‖T ∗f‖ ‖x‖ ≤ ‖T ∗‖ ‖x‖ .

(iii) By definition, for all f ∈ X∗,

(Id∗Xf)(x) = f(IdX(x)) = f(x), ∀x ∈ X.

(iv) For all f ∈ Z∗, we have

((ST )∗f) (x) = f (S(Tx)) = (S∗f)(Tx) = (T ∗(S∗f))(x), ∀x ∈ X.

(v) Let V = T−1. Then V T = IdX , and TV = IdY . By (iii) and (iv), we have

T ∗V ∗ = (V T )∗ = IdX∗ , V
∗T ∗ = (TV )∗ = IdY ∗ .

(vi) By definition, we have

y∗ ∈ ker(T ∗) ⇔ T ∗y∗ = 0 ⇔ 0 = (T ∗y∗)(x) = y∗(Tx), ∀x ∈ X ⇔ y∗ ∈ R(T )⊥.

x ∈ ker(T ) ⇔ Tx = 0 ⇔ 0 = y∗(Tx) = (T ∗y∗)(x), ∀y∗ ∈ Y ∗ ⇔ x ∈ ⊥R(T ∗).

By Theorem 2.49, R(T ) = ⊥(R(T )⊥) = ⊥ ker(T ∗).

(vii) For all x ∈ X, let x∗∗ = JX(x), where JX : X → X∗∗ is the canonical map. Then

(T ∗∗x∗∗)f = x∗∗(T ∗f) = (T ∗f)(x) = f(Tx), ∀f ∈ Y ∗.

Then T ∗∗x∗∗ = (Tx)∗∗, which is the embedding of Tx into Y ∗∗. As a result, T ∗∗|X = T .
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Remark. We have an immediate corollary of Theorem 3.32 (vi): Let X and Y be normed spaces, and

T ∈ B(X,Y ). (i) R(T ) is dense in Y if and only if T ∗ is injective; (ii) If R(T ∗) is dense in X∗, then T is

injective. Furthermore, we have the following conclusion.

Lemma 3.33. Let X and Y be Banach spaces, and T ∈ B(X,Y ). If T ∗ is injective, and R(T ∗) is closed,

then T is surjective.

Proof. If R(T ∗) is closed, then T ∗ : Y ∗ → R(T ∗) is a bijection between Banach spaces. By bounded inverse

theorem, there exists δ > 0 such that ‖T ∗y∗‖ ≥ δ‖y∗‖ for all y∗ ∈ Y ∗. We claim that OY (0, δ) ⊂ TBX(0, 1).

Then akin to Step II in the proof of open mapping theorem (Theorem 3.13), we have OY
(
0, δ2
)
⊂ TBX(0, 1).

Hence T is surjective.

Let’s prove our claim. If there exists y0 ∈ Y such that ‖y‖ < δ and y0 /∈ TB(0, 1). Since TBX(0, 1) is a

closed convex subset of Y , by hyperplane separation theorem, there exists f ∈ Y ∗ such that f(y0) > 1 and

f(y) ≤ 1 for all y ∈ TB(0, 1). Then for all x ∈ BX(0, 1),

|(T ∗f)(x)| = |f(Tx)| ≤ 1,

which implies ‖T ∗f‖ ≤ 1. However,

‖f‖ ≥ |f(y0)|
‖y0‖

>
1

δ
,

which implies ‖T ∗f‖ ≥ δ‖f‖ > 1 ≥ ‖T ∗f‖, a contradiction! Hence OY (0, δ) ⊂ TBX(0, 1).

Now we introduce the closed range theorem.

Theorem 3.34 (Closed range theorem). Let X and Y be Banach spaces, and T ∈ B(X,Y ). The following

are equivalent: (i) R(T ) is closed; (ii) R(T ∗) is closed; (iii) R(T ) = ⊥ ker(T ∗); (iv) R(T ∗) = ker(T )⊥.

Proof. (i) ⇒ (iii) is clear by Theorem 3.32 (vi); (iii) ⇒ (i) and (iv) ⇒ (ii) are trivial.

Now we prove (ii) ⇒ (i) ⇒ (iv). We first decompose T as

T = ι ◦ T̃ ◦ π : X
π−→ X/ ker(T )

T̃−→ R(T )
ι
↪→ Y,

where π is the quotient map from X onto X/ ker(T ), T̃ [x] = Tx is the induced map from X/ ker(T ) to R(T ),

and ι : R(T )→ Y is the identity embedding. Correspondingly, we decompose T ∗ as

T ∗ = π∗ ◦ T̃ ∗ ◦ ι∗ : X∗
π∗←− (X/ ker(T ))∗

T̃∗←−
(
R(T )

)∗ ι∗←− Y.

We first check π∗. For all g ∈ (X/ ker(T ))∗ and all x ∈ X, we have (π∗g)(x) = g(π(x)). By Theorem 2.26,

π∗ : g 7→ g ◦ π is a norm-preserving embedding from (X/ ker(T ))∗ into X∗, and R(π∗) = ker(T )⊥.

Next we check ι∗. For all f ∈ Y ∗ and all ξ ∈ R(T ), we have (ι∗f)(ξ) = f(ι(ξ)) = f(ξ). It is seen that ι∗ is

in fact the restriction: ι∗f = f |
R(T )

. By Hahn-Banach theorem, ι∗ is surjective.

Now we check T̃ : X/ ker(T )→ R(T ). Clearly, R(T̃ ) = R(T ). Then T̃ has dense range, and T̃ ∗ is injective.

If R(T ∗) is closed, so is R(T̃ ∗) = R(T ∗) ◦ π, because ι∗ is surjective and π∗ is a norm-preserving embedding.

By Lemma 3.33, T̃ is surjective, and R(T ) = R(T̃ ) = R(T ). Hence (ii) ⇒ (iv).

If R(T ) is closed, T̃ : X/ ker(T ) → R(T ) is a bijection between Banach spaces. By bounded inverse

theorem, T̃ is invertible, so is T̃ ∗. As a result, T̃ ∗ : (R(T ))∗ → (X/ ker(T ))∗ is a bijection. Since ι∗ is

surjective, we have R(T ∗) = R(π∗) = ker(T )⊥. Hence (i) ⇒ (iv).
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Using Theorem 3.34, we obtain the converse of Theorem 3.32 (v) in Banach spaces.

Corollary 3.35. Let X and Y be Banach spaces, and T ∈ B(X,Y ). Then T is invertible if and only if T ∗

is invertible.

Proof. Following Theorem 3.32 (v), it remains to show that T is invertible whenever T ∗ is invertible. If T ∗ is

invertible, R(T ∗) is closed. By Theorem 3.34,

ker(T )⊥ = R(T ∗) = X∗, R(T ) = ⊥ ker(T ∗) = ⊥{0} = Y.

By Hahn-Banach theorem, ker(T ) = {0}. Hence T : X → Y is a bijection. Using the bounded inverse theorem,

T is an invertible operator between Banach spaces.

3.4.2 Adjoint Operators in Hilbert Spaces

Now we discuss adjoint operators in Hilbert spaces. Since any Hilbert space H is isomorphic to its dual space

H∗, we can define adjoint operators on primal spaces.

Definition 3.36. (Adjoints). Let H1 and H2 be Hilbert spaces. Then for all T ∈ B(H1, H2), there exists a

unique operator T ∗ ∈ B(H2, H1) such that

〈Tx, y〉 = 〈x, T ∗y〉, ∀x ∈ H1, ∀y ∈ H2. (3.2)

Furthermore, ‖T ∗‖ = ‖T‖. The operator T ∗ is said to be the adjoint (operator) of T .

Proof. Given y ∈ H2, we have |〈Tx, y〉| ≤ ‖T‖ ‖x‖ ‖y‖ for all x ∈ H1. Hence the mapping x 7→ 〈Tx, y〉 is a

bounded linear functional on H1. By Riesz representation theorem, there exists a unique ξy ∈ H1 such that

〈Tx, y〉 = 〈x, ξy〉 for all x ∈ X. Define T ∗ : H2 → H1, y → ξy. Clearly, T ∗ is linear and satisfies (3.2).

Furthermore, T ∗ is bounded: ‖ξy‖2 = 〈Tξy, y〉 ≤ ‖T‖ ‖ξy‖ ‖y‖, which implies ‖T ∗‖ ≤ ‖T‖. Furthermore,

‖Tx‖2 = 〈x, T ∗Tx〉 ≤ ‖x‖ ‖T ∗‖ ‖Tx‖ , ∀x ∈ X,

which implies ‖T‖ ≤ ‖T ∗‖. Hence ‖T ∗‖ = ‖T‖.

Example 3.37. Following are instances for adjoint operators in Hilbert spaces.

(i) Let H1 be an n-dimensional Hilbert space, and {e1, · · · , en} an orthonormal basis of H1. Let H2 be an

m-dimensional normed space, and {f1, · · · , fm} an orthonormal basis of H2. Then any linear operator

T : H1 → H2 is determined by an m-by-n matrix A = (aij)m×n:

Tei =

m∑
k=1

akifk
def⇔ T (e1, · · · , en) = (f1, · · · , fm)


a11 · · · a1n

...
. . .

...

am1 · · · amn


By definition of orthonormal basis, aij = 〈Tej , fi〉 = 〈ej , T ∗fi〉 = 〈T ∗fi, ej〉. Hence

T ∗ (f1, · · · , fm) = (e1, · · · , en)


a11 · · · am1

...
. . .

...

a1n · · · amn


Under the orthonormal basis, the adjoint of T is its conjugate transpose.
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(ii) (Fredholm integral operator). Let H = L2([a, b]), and K ∈ L2([a, b]× [a, b]). Define TK : H → H by

(TKf)(x) :=

∫ b

a

K(x, y)f(y) dy, ∀f ∈ L2([a, b]),

Then

‖TKf‖22 =

∫ b

a

∣∣∣∣∫ b

a

K(x, y)f(y) dy

∣∣∣∣2dx ≤ ∫ b

a

∫ b

a

|K(x, y)|2 dy ‖f‖22 dx = ‖K‖22 ‖f‖
2
2 .

Hence TK ∈ B(H), and ‖TK‖ ≤ ‖K‖2. Now let’s find the adjoint of TK . For all f, g ∈ L2([a, b]), by

Fubini’s theorem, we have

〈TKf, g〉 =

∫ b

a

(∫ b

a

f(s)K(t, s) ds

)
g(t) dt =

∫ b

a

f(s)

(∫ b

a

K(t, s)g(t) dt

)
ds. (3.3)

Since 〈TKf, g〉 = 〈f, T ∗Kg〉 =
∫ b
a
f(s)(T ∗Kg)(s) ds, if we define (T ∗Kg)(s) =

∫ b
a
K(t, s)g(t) dt, we have

〈TKf, g〉 = 〈f, T ∗Kg〉 for all f, g ∈ L2([a, b]).

Remark. To apply Fubini’s theorem in (3.3), we need to show K(s, t)f(t)g(s) ∈ L1([a, b]× [a, b]):

∫
[a,b]×[a,b]

|K(s, t)f(t)g(s)| ds dt ≤ ‖K‖2

√∫
[a,b]×[a,b]

|f(t)g(s)|2 ds dt = ‖K‖2 ‖f‖2 ‖g‖2 .

Similar to the conjugate transpose of matrices, we define the conjugate transpose of K by K∗(s, t) = K(t, s),

where s, t ∈ [a, b]. Then T ∗K = TK∗ .

Theorem 3.38 (Properties of adjoints in Hilbert spaces). Let H, G and K be Hilbert spaces.

(i) For all T ∈ B(H,G), all x ∈ H and all y ∈ G, 〈y, Tx〉 = 〈T ∗y, x〉. As a result, (T ∗)∗ = T .

(ii) For all T, S ∈ B(H,G) and all α, β ∈ C, (αS + βT )∗ = αS∗ + βT ∗.

(iii) For all T ∈ B(H,G) and all S ∈ B(G,K), (ST )∗ = T ∗S∗.

(iv) For all T ∈ B(H,G), ‖T‖2 = ‖T ∗T‖ = ‖TT ∗‖.

(v) For all T ∈ B(H,G), T is invertible if and only if T ∗ is invertible. Moreover, (T ∗)−1 = (T−1)∗.

(vi) For all T ∈ B(H,G),

ker(T ∗) = R(T )⊥, ker(T ) = R(T ∗)⊥, R(T ) = ker(T ∗)⊥, R(T ∗) = ker(T )⊥.

Proof. (i) For all T ∈ B(H,G), all x ∈ H and all y ∈ G,

〈y, Tx〉 = 〈Tx, y〉 = 〈x, T ∗y〉 = 〈T ∗y, x〉.

(ii) For all x ∈ H and all y ∈ G,

〈(αS + βT )∗y, x〉 = 〈y, (αS + βT )x〉 = α〈y, Sx〉+ β〈y, Tx〉 = α〈S∗y, x〉+ β〈T ∗y, x〉.

(iii) For all x ∈ H and all z ∈ K,

〈(ST )∗z, x〉 = 〈z, S(Tx)〉 = 〈S∗z, Tx〉 = 〈T ∗(S∗z), x〉.
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(iv) Clearly, ‖T ∗T‖ ≤ ‖T ∗‖ ‖T‖ = ‖T‖2. For the other side,

〈Tx, Tx〉 = 〈T ∗Tx, x〉 ≤ ‖T ∗Tx‖ ‖x‖ ≤ ‖T ∗T‖ ‖x‖2 , ∀x ∈ H, ⇒ ‖T‖2 ≤ ‖T ∗T‖.

Similarly, we have ‖TT ∗‖ = ‖T‖2.

(v) Let V = T−1. Then V T = IdH , and TV = IdG. By (iii) and (iv), we have

T ∗V ∗ = (V T )∗ = IdH , V
∗T ∗ = (TV )∗ = IdG.

Hence T ∗ is invertible, and (T−1)∗ = (T ∗)−1. If T ∗ is invertible, by (i), T = (T ∗)∗ is also invertible.

(vi) By definition, we have

y ∈ ker(T ∗) ⇔ T ∗y = 0 ⇔ 〈x, T ∗y〉 = 〈Tx, y〉 = 0, ∀x ∈ H ⇔ y ∈ R(T )⊥.

x ∈ ker(T ) ⇔ Tx = 0 ⇔ 〈Tx, y〉 = 〈x, T ∗y〉 = 0, ∀y ∈ H ⇔ x ∈ R(T ∗)⊥.

By Corollary 1.38, R(T ) = (R(T )⊥)⊥ = ker(T ∗)⊥, and R(T ∗) = (R(T ∗)⊥)⊥ = ker(T )⊥.

Now we introduce some special operators, which is the generalization of unitary matrices, Hermitian ma-

trices and normal matrices.

Definition 3.39. Let H be a Hilbert space, and let T ∈ B(H).

(i) (Unitary operators). T is said to be a unitary operator if T ∗T = TT ∗ = IdH .

(ii) (Self-adjoint operators). T is said to be a self-adjoint operator if T ∗ = T .

(iii) (Normal operators). T is said to be a normal operator if T ∗T = TT ∗. By definition, both unitary and

self-adjoint operators are unitary.

Example 3.40. Let L be a subspace of a Hilbert space H. Let PL : H → L be the projection operator.

Then PL is a self-adjoint operator.

Proof. For all x, y ∈ H, let x = x0 + x1 and y = y0 + y1, where x0, y0 ∈ L and x1, y1 ∈ L⊥. Then

〈x, P ∗Ly〉 = 〈PLx, y〉 = 〈x0, y0 + y1〉 = 〈x0, y0〉 = 〈x0 + x1, y0〉 = 〈x, PLy〉, ∀x ∈ H.

Hence P ∗L = PL.

Lemma 3.41. Let H be a complex-valued Hilbert space, and T ∈ B(H). Then T is self-adjoint if and only

if 〈Tx, x〉 ∈ R for all x ∈ H.

Proof. If T is self-adjoint, then

〈Tx, x〉 = 〈x, Tx〉 = 〈T ∗x, x〉 = 〈Tx, x〉, ∀x ∈ X.

Conversely, if 〈Tx, x〉 ∈ R for all x ∈ X, then

〈T (x+ y), x+ y〉 = 〈Tx, x〉+ 〈Ty, x〉+ 〈Tx, y〉+ 〈Ty, y〉 ∈ R,∀x, y ∈ H ⇒ Im(〈Tx, y〉+ 〈Ty, x〉) = 0

〈T (x+ iy), x+ iy〉 = 〈Tx, x〉+ i〈Ty, x〉 − i〈Tx, y〉+ 〈Ty, y〉 ∈ R,∀x, y ∈ H ⇒ Re(〈Tx, y〉 − 〈Ty, x〉) = 0.

Therefore 〈Tx, y〉 = 〈Ty, x〉 = 〈T ∗x, y〉 for all x, y ∈ H, and T is self-adjoint.
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Lemma 3.42. Let H be a Hilbert space, and U ∈ B(H). Then U is a unitary operator if and only if U is

surjective and norm-preserving.

Proof. If U is unitary, then U is bounded and invertible. Clearly, U is surjective. Furthermore, ‖U‖ = ‖U∗‖ =√
‖U∗U‖ = 1.

‖x‖ = ‖U∗Ux‖ ≤ ‖U∗‖ ‖Ux‖ = ‖Ux‖ ≤ ‖U‖ ‖x‖ = ‖x‖, ∀x ∈ H.

Hence U is norm-preserving, i.e. ‖Ux‖ = ‖x‖ for all x ∈ H.

Conversely, suppose U ∈ B(H) is surjective and norm-preserving. We first prove that U is and inner-

product-preserving. By polarization identity,

〈Ux,Uy〉 =

3∑
k=0

ik‖Ux+ ikUy‖2 =

3∑
k=0

ik‖x+ iky‖2 = 〈x, y〉, ∀x, y ∈ H.

Since U preserves inner product, we have

〈U∗Ux, y〉 = 〈Ux,Uy〉 = 〈x, y〉, ∀x, y ∈ H.

Hence U∗U = IdH . Moreover, for all y ∈ H, by surjectivity of U , there exists ξy ∈ H such that Uξy = y, and

〈UU∗x, y〉 = 〈UU∗x, Uξy〉 = 〈U∗x, ξy〉 = 〈x, Uξy〉 = 〈x, y〉, ∀x, y ∈ H.

Therefore UU∗ = IdH , and U is unitary.

Lemma 3.43. Let H be a Hilbert space, and T ∈ B(H) is a normal operator on H. Then ker(T ) = ker(T ∗),

and ker(T ) ⊥ R(T ).

Proof. For all x ∈ H,

‖Tx‖2 = 〈Tx, Tx〉 = 〈x, T ∗Tx〉 = 〈x, TT ∗x〉 = 〈T ∗x, T ∗x〉 = ‖T ∗x‖2.

Hence ker(T ) = ker(T ∗). The second result follows from ker(T ∗) = R(T )⊥.
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4 Spectral Theory

Without specification, the vector spaces we are going to discuss in this section are all complex.

4.1 Resolvent Sets and Spectra

Recall that in matrix theory, the scalar-vector couple (λ, v) is said to be an eigenpair of a matrix A, if v 6= 0

and Av = λv. λ is said to be an eigenvalue of A, and v is said to be the related eigenvector of λ. Clearly, A is

a linear mapping defined on a finite-dimensional space. We can extend this definition to linear operators on

general vector spaces.

Definition 4.1. Let X be a complex vector space, and let T : X → X be a linear operator on X.

(i) (Eigenvalues and eigenvectors). λ ∈ C is said to be an eigenvalue of T , if there exists nonzero vector

x ∈ X such that Tx = λx. The vector x is said to be an eigenvector of T associated with λ.

(ii) (Eigenspaces). The eigenspace (or characteristic subspace) of T associated with eigenvalue λ is defined

as the set Eλ = {x ∈ X : Tx = λx}. Clearly, Eλ is a subspace of X. The dimension of Eλ is said to be

the multiplicity of λ.

Let’s find eigenvalues of some linear operators.

Example 4.2. (i) Let P : H → M be the projection operator onto a subspace M of a Hilbert space H.

For all x ∈ M , Px = x; and for all x ∈ M⊥, Px = 0. If λ /∈ {0, 1}, P − λ IdH is invertible. Hence P has

eigenvalues 1 and 0, and the corresponding eigenspaces are E1 = M , and E0 = M⊥.

(ii) Define T : L2([a, b]) → L2([a, b]), (Tf)(x) =
∫ x
a
f(t) dt, ∀f ∈ L2([a, b]). We solve the characteristic

equation Tf = λf as follows:

• If λ = 0, then F (x) =
∫ x
a
f(t) dt = 0 for all x ∈ [a, b], which implies F ′ = f = 0 (a.e.) on [a, b].

• If λ 6= 0, then f(x) = 1
λ

∫ x
a
f(t) dt for all x ∈ [a, b], and f ′ = 1

λf . By solving the differential equation,

f(t) = Ce−t/λ for some constant C. Since f(a) = 0, we have C = 0, and f ≡ 0.

Hence T has no eigenvalue.

Remark. By Example 4.2 (ii), we see that linear operators on infinite-dimensional spaces possibly have no

eigenvalue. According to Definition 4.1, we can equivalently define eigenvalues of operator T as the numbers

λ ∈ C such that T − λ IdX is not injective. If X finite-dimensional, a linear operator T : X → X is invertible

if and only if it is injective. However, it is not the case when the dimension of X becomes infinite. Inspiring

by this observation, we introduce the definition of spectra.

Definition 4.3 Let X be a complex normed space, and T ∈ B(X). Let I be the identity operator on X.

(i) (Regular value). Given λ ∈ C, if T − λI is invertible, i.e. T − λI is a bijection X → Y , and the inverse

Rλ(T ) = (T − λI)−1 is bounded, then λ is said to be a regular value of T . The inverse operator Rλ(T )

is said to be the resolvent of T .

(ii) (Resolvent sets). The resolvent set of T is the set of all regular values of T :

ρ(T ) = {λ ∈ C : T − λI ∈ B(X)} .

(iii) (Spectra). The spectrum of T is the complement of the resolvent set: σ(L) = C\ρ(L). In other words,

the spectrum σ(T ) of T is the set of all λ ∈ C such that T − λI is not invertible.
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Proposition 4.4. Let X be a complex Banach space, and T ∈ B(X).

(i) Given a polynomial p(z) =
∑n
k=0 akz

k (an 6= 0) defined on C, define p(T ) =
∑n
k=0 akT

k. Then

σ(p(T )) = p(σ(T )) := {p(λ) : λ ∈ σ(T )} .

(ii) If T is invertible, then

σ(T−1) = σ(T )−1 :=

{
1

λ
: λ ∈ σ(T )

}
.

Proof. (i) We first prove a technical lemma: Let T1, T2 ∈ B(X), and T1T2 = T2T1. Then T1T2 is invertible

if and only if both T1 and T2 are invertible. If both T1 and T2 are invertible, then T−1
2 T−1

1 ∈ B(X) is the

inverse of T1T2. Conversely, if T1T2 is invertible, then (T1T2)−1T2 = T2(T1T2)−1 is the bounded inverse of T1,

and (T1T2)−1T1 = T1(T1T2)−1 is the bounded inverse of T2.

Let µ ∈ C, and let p(z) − µ = an
∏n
k=1(z − λk) be the factorization of polynomial p(z) − µ, where

λ1, · · · , λn ∈ C. Then µ = p(λk) for all k = 1, · · · , n. By above lemma,

p(T )− µI = an

n∏
k=1

(T − λkI)

is invertible if and only if T − λkI is invertible for all k = 1, · · · , n. Then

µ ∈ σ(p(T )) ⇔ p(T )− µI is not invertible ⇔ there exists λk such that T − λkI is not invertible

⇔ there exists λk such that λk ∈ σ(T )

⇔ there exists λ ∈ σ(T ) such that p(λ)− µ = 0.

(ii) Clearly, 0 /∈ σ(T ). If λ 6= 0, then T −λI is invertible if and only if 1
λ −T

−1 is invertible, as desired.

4.1.1 Classification of Points in the Spectrum

Now we discuss the spectrum of bounded linear operators on Banach spaces.

Definition 4.5. Let X be a Banach space, and T ∈ B(X). Let λ ∈ σ(T ). Then λ is one of the three cases:

(i) If T − λI is not injective, by definition λ is an eigenvalue of T . The set of all eigenvalues of T is said to

be the point spectrum of T :

σp(T ) = {λ ∈ σ(T ) : ker(T − λI) 6= 0} .

(ii) If T − λI is injective but does not have dense range, λ is said to belong to the residual spectrum of T :

σr(T ) =
{
λ ∈ σ(T ) : ker(T − λI) = 0, R(T − λI) 6= X

}
.

(iii) If T − λI is injective and has dense range, λ is said to belong to the continuous spectrum of T :

σc(T ) =
{
λ ∈ σ(T ) : ker(T − λI) = 0, R(T − λI) = X

}
.

In this case, T−λI is not bounded from below. In fact, if there exists c > 0 such that ‖Tx‖ ≥ c‖x‖ for all

x ∈ X, by Theorem 3.15, R(T −λI) is closed. Hence R(T −λI) = R(T − λI) = X, and T −λI ∈ B(X)

by bounded inverse theorem. But λ ∈ σ(T ), a contradiction!
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Remark. Since X is a Banach space, all bijections on X are invertible. Hence there exists no λ ∈ σ(T ) such

that T −λI is a bijection that has unbounded inverse. As a result, we have the following decomposition of the

spectrum of T :

σ(T ) = σp(T )q σr(T )q σc(T ).

Example 4.6. (i) Let X = C([0, 1]). Define T : X → X by

(Tf)(x) = xf(x), ∀f ∈ X.

Then T ∈ B(X), and ‖T‖ = 1. We find the spectrum of T as follows.

• If λ /∈ [0, 1], then for all g ∈ C([0, 1]), the equation (T −λI)f = g has a unique solution f(x) = g(x)
x−λ , and

‖f‖∞
‖g‖∞

=
supx∈[0,1]

g(x)
x−λ

supx∈[0,1] g(x)
≤ sup
x∈[0,1]

1

x− λ
= max

{
1

1− λ
,− 1

λ

}
<∞.

Hence T − λI is invertible, and λ ∈ ρ(T ).

• If λ ∈ [0, 1], we have ker(T − λI) = 0: If Tf = 0, f(x) = 0 for all x 6= λ, and f ≡ 0 by continuity.

Furthermore, R(T − λI) ⊂ {g ∈ C([a, b]) : g(λ) = 0}, and

R(T − λI) ⊂ {g ∈ C([a, b]) : g(λ) = 0} = {g ∈ C([a, b]) : g(λ) = 0} 6= C([a, b]).

Hence λ ∈ σr(T ). To summarize, σ(T ) = σr(T ) = [0, 1].

(ii) We shift to X = L2([0, 1]). Still, T ∈ B(X), and ‖T‖ = 1. We find the spectrum of T as follows.

• If λ /∈ [0, 1], similar to (i), T − λI is invertible, and λ ∈ ρ(T ).

• If λ ∈ [0, 1], we have ker(T − λI) = 0: If Tf = 0, then f = 0 a.e. on [0, 1]\{λ}, and the modification at

single point λ does not change f ∈ L2([0, 1]). However, f is not surjective, since χ[0,1] /∈ R(T − λI).

Given g ∈ L2([0, 1]), we choose the sequence gn = gχ{x:|x−λ|>n−1}. By Lebesgue dominated convergence

theorem, ‖gn − g‖2 → 0 as n→∞. Furthermore, define fn(x) = gn(x)
x−λ for x 6= λ and fn(λ) = 0, then∫

[0,1]

|fn(x)|2 dx ≤
∫
{x:|x−λ|>n−1}

|ng(x)|2 dx = n2‖g‖22 <∞.

Hence fn ∈ L2([0, 1]), and gn is a sequence in R(T − λI) that converges to g. As a result, R(T − λI) =

L2([0, 1]), and λ ∈ σc(T ). To summarize, σ(T ) = σc(T ) = [0, 1].

Now we discuss the spectrum of adjoint operators.

Theorem 4.7. Let X be a Banach space, and let T ∈ B(X). Then (i) σ(T ) = σ(T ∗); (ii) σr(T
∗) ⊂ σp(T ),

and σr(T ) ⊂ σp(T ∗); (iii) σc(T
∗) = σc(T ).

Proof. (i) By Corollary 3.35, T − λIX is invertible if and only if (T − λIX)∗ = T ∗ − λIX∗ is invertible.

(ii) If λ ∈ σr(T ∗), then R(T ∗ − λIX∗) 6= X∗, and

ker(T − λIX) = ⊥R(T ∗ − λIX∗) = ⊥R(T ∗ − λIX∗) 6= {0}.

Hence λ ∈ σp(T ), and σr(T
∗) ⊂ σp(T ). Similarly, σr(T ) ⊂ σp(T ∗).
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(iii) Following Theorem 3.32 (vi) and Remark of Definition 2.25,

ker(T ∗ − λIX∗) = R(T − λIX)
⊥
, ker(T − λIX) = ⊥R(T ∗ − λIX∗).

Then

λ ∈ σc(T ) ⇔ ker(T − λIX) = 0, R(T − λIX) = X

⇔ R(T ∗ − λIX∗) = X∗, ker(T ∗ − IX∗) = 0 ⇔ λ ∈ σc(T ∗).

Therefore, σc(T
∗) = σc(T ).

When we discuss adjoints in Hilbert spaces, Theorem 4.7 need modification.

Theorem 4.8. Let H be a Hilbert space, and let T ∈ B(H). Then (i) σ(T ∗) = σ(T ) :=
{
λ : λ ∈ σ(T )

}
;

(ii) σr(T ∗) ⊂ σp(T ), and σr(T ) ⊂ σp(T ∗); (iii) σc(T
∗) = σc(T ).

Proof. Similar to Theorem 4.7. Note that in Hilbert space H, (T − λI)∗ = T ∗ − λI.

4.1.2 Properties of the Spectrum

Lemma 4.9 (Neumann series). Let X be a Banach space, and let T ∈ B(X). If ‖T‖ < 1, then I − T is

invertible, and

(I − T )−1 =

∞∑
k=0

T k.

Proof. We first verify that the limit limn→∞
∑n
k=1 T

k exists. By completeness of B(X), it suffices to show

that
(∑n

k=1 T
k
)
n∈N is a Cauchy sequence:∥∥∥∥∥

n∑
k=m+1

T k

∥∥∥∥∥ ≤
n∑

k=m+1

‖T‖k =
‖T‖m+1(1− ‖T‖n−m)

1− ‖T‖
, ∀n > m.

Since ‖T‖ < 1,
(∑n

k=1 T
k
)
n∈N is a Cauchy sequence, hence converges in B(X). Furthermore,

∞∑
k=0

T k(I − T ) = (I − T )

∞∑
k=0

T k = lim
n→∞

n∑
k=0

(I − T )T k = lim
n→∞

I − Tn+1 = I.

Hence (I − T )−1 =
∑∞
k=0 T

k.

Corollary 4.10. Let X be a Banach space, and let T ∈ B(X) be invertible. If S ∈ B(X) satisfies ‖S−T‖ <
1

2‖T−1‖ , then S is invertible, and ‖S−1 − T−1‖ ≤ 2‖T−1‖2‖T − S‖.

Proof. Since T is invertible, we have

S = T + (S − T ) = T
(
I + T−1(S − T )

)
, ‖T−1(S − T )‖ ≤

∥∥T−1
∥∥ ‖S − T‖ < 1

2
.

By Lemma 4.9, I + T−1(S − T ) is invertible, hence S is invertible. Furthermore,∥∥S−1
∥∥ =

∥∥∥(I + T−1(S − T )
)−1

T−1
∥∥∥ ≤ ∥∥∥(I + T−1(S − T )

)−1
∥∥∥ ∥∥T−1

∥∥ ≤ 2
∥∥T−1

∥∥ . (4.1)
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We use (4.1) to bound
∥∥S−1 − T−1

∥∥:∥∥S−1 − T−1
∥∥ =

∥∥S−1(T − S)T−1
∥∥ ≤ ∥∥S−1

∥∥ ‖T − S‖∥∥T−1
∥∥ ≤ 2

∥∥T−1
∥∥2 ‖T − S‖. (4.2)

Remark. Following our discussion, the set of all invertible linear operators in B(H) is an open set, and the

map T 7→ T−1 is continuous.

Theorem 4.11. Let X be a Banach space, and T ∈ B(X).

(i) If |λ| > ‖T‖, then λ ∈ ρ(T );

(ii) ρ(T ) is open in C;

(iii) σ(T ) is compact.

Proof. (i) When |λ| > ‖T‖, T − λI = λ
(
T
λ − I

)
is invertible by Lemma 4.9.

(ii) By Corollary 4.10, if λ ∈ ρ(T ), namely, T − λI is invertible, then T − µI is invertible for all

|µ− λ| < 1

2‖(T − λI)−1‖
.

Hence λ is in the interior of ρ(T ). As a result, ρ(T ) is open in C.

(iii) By (i) and (ii), σ(T ) = C\ρ(T ) ⊂ {z ∈ C : |z| ≤ ‖T‖}. Then σ(T ) is a bounded closed subset of C,

hence is compact.

Definition 4.12 (Spectral radii). The spectral radius of operator T is defined as

r(T ) := sup
λ∈σ(T )

|λ|.

Remark. Following Theorem 4.11, we have r(T ) ≤ ‖T‖. Generally, r(T ) = ‖T‖ does not hold.

Example 4.13. (i) Consider the space C2. Let A =

(
0 1

0 0

)
. Then ‖A‖ = 1, σ(A) = {0}, and r(A) = 0.

(ii) Let l2 be the space of all square-summable sequences. Define the left-shift and right-shift operators:

S : (x1, x2, · · · ) 7→ (x2, x3, · · · ), T : (x1, x2, · · · ) 7→ (0, x1, x2, · · · ).

Choose an orthonormal basis en = (0, · · · , 0, 1
n-th

, 0, · · · ), n ∈ N of l2. Then Ten = en+1, Sen+1 = en, and

Se1 = 0. As a result,

T

( ∞∑
n=1

xnen

)
=

∞∑
n=1

xnen+1, S

( ∞∑
n=1

xnen

)
=

∞∑
n=1

xn+1en.

Then ‖S‖ = ‖T‖ = 1, r(S) ≤ 1, and r(T ) ≤ 1. Moreover, we can verify T = S∗, which implies σ(T ) = σ(S).

Consider the operator S − λI for |λ| ≤ 1. Note that

(S − λI)(x1, x2, · · · ) = 0 ⇒ xn+1 = λxn, ∀n ∈ N.

If |λ| < 1, then (1, λ, λ2, · · · ) ∈ ker(S) for all |λ| < 1, which implies λ ∈ σp(S). By Theorem 4.11, the spectrum

of S is closed, hence σ(S) = {z ∈ C : |z| ≤ 1}.
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In fact, σp(S) = {z ∈ C : |z| < 1} is then open unit disk, and σc(S) = {z ∈ C : |z| = 1} is the unit circle.

To see this, let |λ| = 1, and fix (y1, y2, · · · ) ∈ l2. Given ε > 0, choose n such that
∑∞
k=n+1 |yk|2 < ε, and choose

the sequence

xk =


∑n−k
j=0 λ

jyk+j , k = 1, · · · , n.

0, k > n.

Then (x1, x2, · · · ) ∈ l2, and (S − λI)(x1, x2, · · · ) = (y1, · · · , yn, 0, · · · ). Therefore (y1, y2, · · · ) ∈ R(S), and

λ ∈ σc(S).

(iii) Let H be a Hilbert space, and let U be a unitary operator on H. Clearly, ‖U‖ = 1, which implies

σ(U) ⊂ {z ∈ C : |z| ≤ 1}. Then σ(U∗) = σ(U) ⊂ {z ∈ C : |z| ≤ 1}, and σ(U−1) ⊂ {z ∈ C : |z| ≥ 1}. Note that

U∗ = U−1, we conclude that σ(U) ⊂ {z ∈ C : |z| = 1}.

(iv) Let H be a Hilbert space, and let T ∈ B(H) be a self-adjoint operator on H. Then σ(T ) = σ(T ∗) =

σ(T ), which implies σ(T ) ⊂ R.

(v) Let H be a Hilbert space, and let T ∈ B(H) be a normal operator on H. If there exists λ ∈ σr(T ),

then λ ∈ σp(T ∗), and there exists x 6= 0 such that T ∗x = λx. By normality of T ,

ker(T − λI) = ker(T ∗ − λI) 6= 0,

contradicting λ ∈ σr(T )! Hence σr(T ) = ∅, and σ(T ) = σp(T )q σc(T ).

Example 4.14. Given a Lebesgue measurable function ϕ ∈ L∞([0, 1]), we define Mϕ ∈ B(L2([0, 1])) by

(Mϕf)(x) = ϕ(t)f(t), f ∈ L2([0, 1]), t ∈ [0, 1].

Clearly, ‖Mϕ‖ ≤ ‖ϕ‖∞. To prove the other side, note that by choosing Eε = {x ∈ [0, 1] : |ϕ(x)| ≥ ‖ϕ‖∞ − ε},
we have

‖MϕχEε‖2 =

√∫
Eε

|ϕ(x)|2 dx ≥ (‖ϕ‖∞ − ε)
√
µ(Eε) = (‖ϕ‖∞ − ε) ‖χEε‖2, ∀ε > 0.

Hence ‖Mϕ‖ = ‖ϕ‖∞, and r(Mϕ) ≤ ‖ϕ‖∞. Now we determine the adjoint of Mϕ:

〈Mϕf, g〉 =

∫
[0,1]

(ϕf) g dm =

∫
[0,1]

f (ϕg) dm = 〈f,Mϕg〉, ∀f, g ∈ L2([0, 1]).

Hence M∗ϕ = Mϕ, and Mϕ is a normal operator on L2([0, 1]). As a result, σ(Mϕ) = σp(Mϕ)q σc(Mϕ).

Now let’s find the spectrum of Mϕ. We define the essential range of ϕ ∈ L∞([0, 1]) as

ess ranϕ = {λ ∈ C : m ({|ϕ(x)− λ| < ε}) 6= 0, ∀ε > 0}

If µ /∈ ess ranϕ, there exists ε > 0 such that m(Eεµ) = 0, where Eεµ = {x ∈ [0, 1] : |ϕ(x)− µ| < ε}. Let

f ∈ L2([0, 1]) be given, we define

gf (x) =


f(x)

ϕ(x)−µ , x /∈ Eεµ
0, x ∈ Eεµ

⇒
∫

[0,1]

|gf |2 dm ≤
∫
x/∈Eεµ

∣∣∣∣ f(x)

ϕ(x)− µ

∣∣∣∣2 dx ≤ ‖f‖22ε2
<∞. (4.3)

Define T : L2([0, 1]) → L2([0, 1]), f 7→ gf . By (4.3), T is linear and bounded: ‖T‖ < ε−1. Furthermore, we
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have T (Mϕ − µI) = (Mϕ − µI)T = I. Therefore, µ ∈ ρ(Mϕ).

Conversely, if µ ∈ ρ(Mϕ), then for all g ∈ L2([0, 1]), there exists f ∈ L2([0, 1]) such that (Mϕ − µI)f = g.

In other words, g
ϕ−µ ∈ L

2([0, 1]). We prove that 1
ϕ−µ ∈ L

∞([0, 1]). If not, then

m

({∣∣∣∣ 1

ϕ− µ

∣∣∣∣ ≥ n}︸ ︷︷ ︸
=:En

)
> 0, ∀n ∈ N.

Clearly, 1
ϕ−µ ∈ L

2([0, 1]), which implies limn→∞m(En) = 0. Then we can choose a subsequence such that

m(Enk\Enk+1
) > 0, and define g ∈ L2([0, 1]) as follows:

g =

∞∑
k=1

χEnk\Enk+1

nk
√
m(Enk\Enk+1

)
⇒

∫
[0,1]

|g|2 dm ≤
∞∑
k=1

1

n2
k

≤
∞∑
n=1

1

n2
=
π2

6
.

However,

∫
[0,1]

∣∣∣∣ g

ϕ− µ

∣∣∣∣2 dm =

∞∑
k=1

∫
Enk\Enk+1

1
|ϕ−µ|2 dm

n2
km(Enk\Enk+1

)
≥
∞∑
k=1

n2
km(Enk\Enk+1

)

n2
km(Enk\Enk+1

)
=∞,

a contradiction! Hence 1
ϕ−µ ∈ L

∞([0, 1]), which implies µ /∈ ess ranϕ. Therefore, σ(Mϕ) = ess ranϕ.

Finally we determine the point spectrum of Mϕ. If λ ∈ σp(Mϕ), there exists f ∈ L2([0, 1]) such that

m({f 6= 0}) > 0 and (Mϕ−λI)f = 0, which implies m({x ∈ [0, 1] : ϕ(x) = λ}) ≥ m({f 6= 0}) > 0. Conversely,

if m({x ∈ [0, 1] : ϕ(x) = λ}) > 0, we have (Mϕ − λI)χ{ϕ(x)=λ} = 0, which implies λ ∈ σp(Mϕ). Hence

σp(Mϕ) = {λ ∈ C : m({x ∈ [0, 1] : ϕ(x) = λ} > 0}.

Since σ(Mϕ) = σp(Mϕ)q σc(Mϕ), we can obtain σc(Mϕ) by choose the complement.

Theorem 4.15. Let X be a Banach space, T ∈ B(X). Given f ∈ B(X)∗, define F : ρ(T )→ C by

F (λ) = f
(
(T − λI)−1

)
.

Then F is analytic on ρ(T ).

Proof. For all λ, µ ∈ ρ(T ), we have (T − λI)−1 − (T − µI)−1 = (λ − µ)(T − λI)−1(T − µI)−1. Then F is

differentiable on ρ(T ):

lim
λ→λ0

f
(
(T − λI)−1

)
− f

(
(T − λ0I)−1

)
λ− λ0

= f
(
(T − λ0I)−2

)
.

Since ρ(T ) is open, F is analytic on ρ(T ).

Corollary 4.16. Let X be a Banach space, and T ∈ B(X). Then σ(T ) 6= ∅.

Proof. If σ(T ) = ∅, ρ(T ) = C. Given f ∈ B(X)∗, let F (λ) = f
(
(T − λI)−1

)
. While |λ| > ‖T‖,

(T − λI)−1 = −
∞∑
n=0

Tn

λn+1
⇒

∥∥(T − λI)−1
∥∥ ≤ ∞∑

n=0

‖T‖n

|λ|n+1
≤ 1

|λ| − ‖T‖
,
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F (λ) = f
(
(T − λI)−1

)
≤ ‖f‖

∥∥(T − λI)−1
∥∥ ≤ ‖f‖

|λ| − ‖T‖
⇒ lim

λ→∞
F (λ) = 0.

Since F is analytic on C, by Liouville’s theorem, F ≡ 0. Then for all λ ∈ C, f
(
(T − λI)−1

)
= 0 for all

f ∈ B(X)∗. By Hahn-Banach theorem, (T − λI)
−1

= 0, a contradiction!

It is seen that any bounded linear operator on Banach spaces has non-empty compact spectrum. Using

the Laurent series, we obtain the exact formula for spectral radii.

Theorem 4.17 (Gelfand). Let X be a Banach space, and T ∈ B(X). Then

r(T ) = lim
n→∞

‖Tn‖1/n.

Proof. Step I: Let a = infn≥1 ‖Tn‖1/n. We claim that limn→∞ ‖Tn‖1/n = a.

By definition, for all ε > 0, there exists m ≥ 1 such that ‖Tm‖1/m < a+ ε. For all n ∈ N, let n = km+ l

where k ∈ N0 and l ∈ {0, 1, · · · ,m− 1}. Then

‖Tn‖1/n ≤
(
‖Tm‖k ‖T‖l

)1/n

≤ (a+ ε)km/n‖T‖l/n

Let n→∞, we have lim supn→∞ ‖Tn‖1/n ≤ a+ ε for all ε > 0. Hence

a ≤ lim inf
n→∞

‖Tn‖1/n ≤ lim sup
n→∞

‖Tn‖1/n ≤ a.

Step II: If |λ| > a, we have

lim
n→∞

(
‖Tn‖
|λ|n+1

)1/n

=
a

|λ|
< 1.

Then S = −
∑∞
n=1

Tn

λn+1 converges in norm, and S(T − λI) = (T − λI)S = I. Hence λ ∈ ρ(T ) for all |λ| > a,

which implies r(T ) ≤ a = limn→∞ ‖Tn‖1/n. Furthermore,

(T − λI)−1 = −
∞∑
n=1

Tn

λn+1
, |λ| > a.

Step III: We prove the other side. For all f ∈ B(X)∗, use Laurent series:

f
(
(T − λI)−1

)
= −

∞∑
n=1

f(Tn)

λn+1
, |λ| > a. (4.4)

By uniqueness of Laurent series, (4.4) holds for all |λ| > r(T ). Hence for all ε > 0,

∞∑
n=1

|f(Tn)|
(r(T ) + ε)

n+1 <∞.

Let Un = Tn

(r(T )+ε)n+1 . Since supn≥1 |f(Un)| < ∞ holds for all f ∈ B(X)∗, by Banach-Steinhaus theorem,

there exists M > 0 such that supn≥1 ‖Un‖ ≤M . Hence

‖Tn‖ ≤M (r(T ) + ε)
n+1

for all n ∈ N, and limn→∞ ‖Tn‖1/n ≤ r(T ) + ε. Let ε→ 0, we have limn→∞ ‖Tn‖1/n ≤ r(T ), as desired.
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Now we show some applications of Gelfand spectral radius theorem.

Corollary 4.18 (F. Riesz). Let S and T be bounded linear operators on a Banach space X.

(i) r(ST ) = r(TS).

(ii) if ST = TS, then r(S + T ) ≤ r(S) + r(T ).

Proof. (i) Using Theorem 4.17, we have

r(ST ) = lim
n→∞

‖(ST )n‖1/n = lim
n→∞

‖S(TS)n−1T‖1/n = lim
n→∞

‖S‖1/n
∥∥(TS)n−1

∥∥1/n ‖T‖1/n = r(TS).

Similarly, we have r(TS) ≤ r(ST ), which concludes the proof of (i).

(ii) Suppose ST = TS. Given ε > 0, we choose M > 0 such that ‖Sn‖1/n < r(S)+ε and ‖Tn‖1/n < r(T )+ε

for all n > M . For sufficiently large n, we have

‖(S + T )n‖ ≤
n∑
k=0

(
n

k

)∥∥Sk∥∥ ∥∥Tn−k∥∥
≤

M∑
k=0

(
n

k

)
‖S‖k (r(T ) + ε)

n−k
+

n−M−1∑
k=M+1

(
n

k

)
(r(S) + ε)

k
(r(T ) + ε)

n−k

+

n∑
k=n−M

(
n

k

)
(r(S) + ε)

k ‖T‖n−k

≤
M∑
k=0

(
n

k

)(
‖S‖

r(S) + ε

)k
(r(S) + ε)

k
(r(T ) + ε)

n−k
+

n−M−1∑
k=M+1

(
n

k

)
(r(S) + ε)

k
(r(T ) + ε)

n−k

+

n∑
k=n−M

(
‖T‖

r(T ) + ε

)n−k (
n

k

)
(r(S) + ε)

k
(r(T ) + ε)

n−k

≤ max

{
max

0≤k≤M

(
‖S‖

r(S) + ε

)k
, 1, max

0≤k≤M

(
‖T‖

r(T ) + ε

)k}
︸ ︷︷ ︸

=:L

n∑
k=0

(
n

k

)
(r(S) + ε)

k
(r(T ) + ε)

n−k

= L (r(S) + r(T ) + 2ε)
n
,

where L is a constant independent of n. Let n → ∞, we have r(S + T ) ≤ r(S) + r(T ) + 2ε. Since ε > 0 is

arbitrary, the result follows when ε→ 0.

Remark. (i) In fact, we have σ(ST )\{0} = σ(TS)\{0}. To see this, note that

(I − ST )
(
I + S(I − TS)−1T

)
=
(
I + S(I − TS)−1T

)
(I − ST ) = I,

(I − TS)
(
I + T (I − ST )−1S

)
=
(
I + T (I − ST )−1S

)
(I − TS) = I.

Hence I − ST is invertible if and only if I − TS is invertible. As a result, for all λ 6= 0, ST − λI is invertible

if and only if TS − λI is invertible.

(ii) The second statement in Corollary 4.18 fails when S and T are not commutable, i.e. ST 6= TS. For

instance, consider

S =

(
0 1

0 0

)
, T =

(
0 0

1 0

)
,

which are linear operators on C2. Then r(S) = r(T ) = 0, but r(S + T ) = 1.
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Corollary 4.19. Let H be a Hilbert space, and let T ∈ B(H) be a normal operator on H. Then r(T ) = ‖T‖.

Proof. First, let T be self-adjoint. Then ‖T‖2 = ‖T ∗T‖ = ‖T 2‖, and T 2 is also self-adjoint. By induction,

‖T‖2 = ‖T 2‖ ⇒ ‖T‖4 = ‖T 4‖ ⇒ · · · ⇒ ‖T‖2
k

=
∥∥T 2k

∥∥, ∀k ∈ N.

Hence r(T ) = limk→∞
∥∥T 2k

∥∥1/2k

= ‖T‖. Now let T be normal. If (Tn)∗Tn = (T ∗T )n, then

(Tn+1)∗Tn+1 = T ∗(Tn)∗TnT = T ∗(T ∗T )nT = T ∗(TT ∗)nT = (T ∗T )n+1.

By induction, (Tn)∗Tn = (T ∗T )n for all n ∈ N. Furthermore, we have

r(T )2 = lim
n→∞

‖Tn‖2/n = lim
n→∞

‖(Tn)∗Tn‖1/n = lim
n→∞

‖(T ∗T )n‖1/n = r(T ∗T ).

Since T ∗T is self-adjoint, r(T ∗T ) = ‖T ∗T‖ = ‖T‖2. Hence r(T ) = ‖T‖.

Example 4.20. Suppose f ∈ C([a, b]), and K ∈ C(D), where D =
{

(x, y) ∈ R2 : a ≤ x ≤ b, a ≤ y ≤ x
}

.

Define T : C([a, b])→ C([a, b]) by

(Tf)(x) :=

∫ x

a

K(x, y)f(y) dy, ∀f ∈ C([a, b]),

Following Example 1.69,

|(Tnf)(x)| ≤ 1

n!
Mn(x− a)n‖f‖∞, ∀x ∈ [a, b].

where M = sup(x,y)∈D |K(x, y)|. As a result,

r(T ) = lim
n→∞

‖Tn‖1/n ≤ lim
n→∞

M(b− a)
n
√
n!

= 0.

Since σ(T ) 6= ∅, we have σ(T ) = {0}.
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4.2 Compact Operators

4.2.1 Finite-rank Operators and Compact Operators

Definition 4.21 (Finite-rank operators). Let X and Y be vector spaces, and let T : X → Y be a linear

operator. T is said to be a finite-rank operator if TX is a finite-dimensional subspace of Y .

Remark. By definition, if Y is finite-dimensional, all linear operators from X into Y are of finite rank.

Proposition 4.22. Let X and Y be vector spaces, and let T : X → Y be a linear operator. Then T is a

finite-rank operator if and only if there exist linear functionals f1, · · · , fn on X and linear independent vectors

y1, · · · , yn of Y such that

Tx =

n∑
j=1

fj(x) yj , ∀x ∈ X.

Proof. We only show the “only if” case, since the other direction is trivial. Let T : X → Y be a finite

rank operator. We choose a basis {y1, · · · , yn} of TX. Then for all x ∈ X, there exist uniquely determined

f1(x), · · · , fn(x) ∈ F such that Tx =
∑n
j=1 fj(x) yj . It remains to verify fj is linear for each j.

Given x, x′ ∈ X and α, β ∈ F, we have

T (αx1 + βx2) = αTx1 + βTx2 ⇒
n∑
j=1

fj(αx1 + βx2)yj =

n∑
j=1

(αfj(x1) + βfj(x2)) yj .

Since y1, · · · , yn are linearly independent, fj(αx1 +βx2) = αfj(x1)+βfj(x2) for each j. Hence fj is linear.

Proposition 4.23. Let X and Y be normed spaces, and let T : X → Y be a linear operator. Then T is a

bounded finite-rank operator if and only if there exist bounded linear functionals f1, · · · , fn ∈ X∗ and linear

independent vectors y1, · · · , yn of Y such that

Tx =

n∑
j=1

fj(x) yj , ∀x ∈ X.

Proof. “⇐”: Clearly T is of finite rank. Furthermore, ‖Tx‖ ≤
∑n
j=1 ‖fj‖ ‖yj‖ ‖x‖.

“⇒”: By Proposition 4.22, there exist linear functionals f1, · · · , fn on X and points y1, · · · , yn of Y such

that Tx =
∑n
j=1 fj(x) yj for all x ∈ X. It remains to show fj is bounded for all j ∈ {1, · · · , n}.

Let L−j = span {y1, · · · , yj−1, yj+1, · · · , yn}. By Hahn-Banach theorem, there exists f ∈ Y ∗ such that

f(L−j) = 0, and f(yj) = 1. Then

f(Tx) = f

(
n∑
j=1

fj(x) yj

)
= fn(x), ∀x ∈ X.

As a result, fn = f ◦ T ∈ X∗.

Example 4.24 (Finite-rank operators on infinite-dimensional spaces). Let X be an infinite-dimensional

Banach space, and let T ∈ B(X) be a finite-rank operator. By Proposition 4.23, there exist α1, · · · , αn ∈ X∗

and linear independent vectors x1, · · · , xn ∈ X such that

Tx =

n∑
j=1

αj(x)xj , ∀x ∈ X.
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To find the eigenvalues of T , we solve the equation Tx = λx. If λ = 0, we have α1(x) = · · · = αn(x) = 0.

For each j, the induced map α̃j : X/ kerαj → C, [x] 7→ αj(x) is an injection into C, which implies

codim kerαj = dim(X/ kerαj) ≤ 1 ⇒ codim

 n⋂
j=1

kerαj

 ≤ n∑
j=1

codim kerαj ≤ n.

Hence
⋂n
j=1 kerαj is an infinite-dimensional subspace of X. As a result, there exists nonzero x ∈

⋂n
j=1 kerαj

such that Tx = 0, which implies 0 ∈ σp(T ).

If λ 6= 0, we have x ∈ span {x1, · · · , xn}, because

x =
1

λ
Tx =

n∑
j=1

βjxj , βj =
αj(x)

λ
, j = 1, · · · , n. (4.5)

Plugging (4.5) into Tx = λx, we have

n∑
j=1

λβjxj =

n∑
k=1

βkTxk =

n∑
k=1

n∑
j=1

βkαj(xk)xj ⇒ λβj =

n∑
k=1

αj(xk)βk.

Hence λ is an eigenvalue of matrix A = (Ajk)n×n = (αj(xk))n×n, and β = (β1, · · · , βn)> is the associated

eigenvector. Conversely, if (λ, β) is an eigenpair of matrix A, we have

T

 n∑
j=1

βjxj

 =

n∑
j=1

n∑
k=1

βjαk(xj)xk = (x1, · · · , xn)Aβ = λ (x1, · · · , xn)β = λ

 n∑
j=1

βjxj

 .

Hence σp(T ) = σp(A) ∪ {0}.

Definition 4.25 (Compact operators). Let X and Y be normed spaces, and let T : X → Y be a linear

operator. Then T is said to be a compact operator if T maps every bounded subset of X to a relatively compact

subset of Y , i.e., for all A ⊂ X such that supx∈A ‖x‖ <∞, TA is a compact subset of Y .

Remark. By definition, a compact operator is automatically bounded, since it maps bounded subsets to

bounded subsets.

Lemma 4.26. Bounded linear finite-rank operators are compact operators.

Proof. Let X and Y be normed spaces, and let T ∈ B(X,Y ) be finite-rank linear operators. Then TX is a

finite-dimensional subspace of Y . By Theorem 1.56, TX is complete.

Let A be a bounded subset of X, then TA is a bounded subset of TX. Since TX is finite-dimensional, all

bounded subsets of TX are totally bounded, hence relatively compact.

Example 4.27 (Fredholm integral operators). Given K ∈ C([a, b]×[a, b]), define the corresponding Fredholm

operator TK : C([a, b])→ C([a, b]) as follows:

(TKϕ)(x) =

∫ b

a

K(x, y)ϕ(y) dy, ∀ϕ ∈ C([a, b]).

Then TK is a compact operator. To prove this, let A be a bounded subset of C([a, b]). By Arzelà-Ascoli

theorem (Theorem 1.77), it suffices to show that TKA is bounded and uniformly equicontinuous.
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Choose M > 0 such that ‖ϕ‖∞ ≤M for all ϕ ∈ A. Then

‖TKϕ‖∞ = sup
x∈[a,b]

∣∣∣∣∣
∫ b

a

K(x, y)ϕ(y) dy

∣∣∣∣∣ ≤ (b− a) ‖K‖∞ ‖ϕ‖∞ ≤ (b− a)M ‖K‖∞ , ∀ϕ ∈ A.

Hence TKA is bounded. Furthermore,

|(TKϕ)(x)− (TKϕ)(x′)| =

∣∣∣∣∣
∫ b

a

(K(x, y)−K(x′, y))ϕ(y) dy

∣∣∣∣∣
≤

∣∣∣∣∣
∫ b

a

(K(x, y)−K(x′, y)) dy

∣∣∣∣∣ ‖ϕ‖∞ . (4.6)

Note that K is uniformly continuous. Given ε > 0, choose δ > 0 such that |K(x, y) −K(x′, y)| < ε
M(b−a) for

all x, x′ ∈ [a, b] such that |x− x′| < δ and all y ∈ [a, b]. By (4.6), we have |(TKϕ)(x)− (TKϕ)(x′)| < ε for all

ϕ ∈ A. Hence TKA is equicontinuous.

Theorem 4.28. Let X, Y and Z be normed spaces. Denote by K(X,Y ) the set of all compact operators

from X into Y . Then:

(i) K(X,Y ) is a linear subspace of B(X,Y ).

(ii) B(Y,Z) ◦ K(X,Y ) ⊂ K(X,Z), and K(X,Y ) ◦B(Z,X) ⊂ K(Z, Y ).

(iii) If Y is a Banach space, then K(X,Y ) is a closed subspace of Y .

Proof. (i) Let S, T ∈ K(X,Y ), and α ∈ C. Clearly, αS ∈ K(X,Y ). To show that S + T ∈ K(X,Y ), let A be a

bounded subset of X, and choose a sequence (xn) of points of A. Since TA is relatively compact, we can find

a subsequence (xnk) that Sxnk converges in Y . Also, we choose a subsequence (xn′k) of (xnk) such that Txn′k
converges in Y . Hence (S + T )xn′k converges in Y , and (S + T )A is relatively compact.

(ii) Let S ∈ K(X,Y ), and T ∈ B(Y,Z). If A ⊂ X is bounded, then SA ⊂ Y is relatively compact. Since

T is continuous, T (SA) ⊂ Z is relatively compact. Hence TS ∈ K(X,Z).

Now let S ∈ B(Z,X), and T ∈ K(X,Y ). If B ⊂ Z is bounded, then SB ⊂ Z is also bounded, and

T (SB) ⊂ Y is relatively compact. Hence TS ∈ K(Z, Y ).

(iii) Clearly, B(X,Y ) is a Banach space. Let Tn : X → Y be a sequence of compact operators that

converges to T ∈ B(X,Y ). It suffices to show that T ∈ K(X,Y ): Let A be a bounded subset of X such that

L = supx∈A ‖x‖ > 0. We prove that TA is totally bounded.

Given ε > 0, we choose N > 0 such that ‖Tn − T‖ < ε
3L for all n ≥ N . By definition, TNA is totally

bounded, so we choose an ε/3-net {TNx1, · · · , TNxm} of TNA. Then {Tx1, · · · , Txm} is an ε-net of TA: for

each x ∈ A, choose xk such that ‖TNx− TNxk‖ < ε/3, hence

‖Tx− Txk‖ ≤ ‖Tx− TNx‖+ ‖TNx− TNxk‖+ ‖TNxk − Txk‖

≤ ‖T − TN‖ ‖x‖+ ‖TNx− TNxk‖+ ‖T − TN‖ ‖xk‖

<
ε

3L
L+

ε

3
+

ε

3L
L = ε

Therefore TA is totally bounded, and T is a compact operator.

Corollary 4.29. Let X be a normed space, let Y be a Banach space, and let Tn : X → Y be a sequence of

bounded finite-rank operators. If Tn → T ∈ B(X,Y ) in norm, T is a compact operator.

Proof. By Theorem 4.28 (iii).
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Review: separable Hilbert spaces. Recall that every Hilbert space H has an orthonormal basis {eλ, λ ∈
Λ} such that H = span {eλ, λ ∈ Λ}. If H is separable, we take a countable dense subset Q of H. For every

x ∈ Q, there are at most countably many basis element eλ such that 〈x, eλ〉 6= 0. Take Ex = {eλ : 〈x, eλ〉 6= 0},
then x ∈ spanEx. Furthermore, E =

⋃
x∈QEx is a countable basis of H:

Q ⊂ spanE ⇒ H = Q = spanE.

Therefore, every separable Hilbert space H has a countable basis {en, n ∈ N}.

Remark. Let X be a Banach space, and T ∈ B(X). If T is a compact operator, so is T 2. Conversely, even

if T 2 is a compact operator, T is possibly not a compact operator.

Here is a counterexample. Let H1 and H2 be two infinite-dimensional separable Hilbert spaces. Let

{en, n ∈ N} be an orthonormal basis of H1, and {fn, n ∈ N} an orthonormal basis for H2. Define

T =

H1 H2(
0 1

0 0

)
, i.e. Ten = 0, T fn = en, ∀n ∈ N.

Clearly, T 2 = 0 is a compact operator. However, T maps unit ball in H2 to unit ball in H1, which is not

relatively compact! Hence T is not a compact operator.

Corollary 4.30. Let H be a separable Hilbert space, and T ∈ B(H). Then T is a compact operator if and

only if T is the limit of a sequence of bounded finite-rank operators.

Proof. Following Corollary 4.29, it suffices to show the “only if” case. Let T ∈ K(H), and let {en, n ∈ N} be

a basis of H. Define Pn to be the projection operator from H into the subspace span {e1, · · · , en}, i.e.

Pnx =

n∑
j=1

〈x, ej〉ej , ∀x ∈ H.

Clearly, PnT is a sequence of bounded finite-rank operators. It remains to show that PnT → T in norm.

Since T is a compact operator, TB(0, 1) is relatively compact, hence totally bounded. Given ε > 0, we choose

a ε/2-net {Tx1, · · · , Txm} of TB(0, 1), where x1, · · · , xm ∈ B(0, 1). Then there exists N > 0 such that

‖(I−Pn)Txj‖ < ε/2 for all j ∈ {1, · · · ,m}. Then for each x ∈ B(0, 1), choose xj such that ‖Tx−Txj‖ < ε/2.

Once n ≥ N , we have

‖(I − Pn)Tx‖ ≤ ‖(I − Pn)T (x− xj)‖+ ‖(I − Pn)Txj‖

≤ ‖T (x− xj)‖+ ‖(I − Pn)Txj‖

<
ε

2
+
ε

2
= ε.

Hence ‖(I − Pn)T‖ < ε for all n ≥ N . Since ε > 0 is arbitrary, PnT converges to T in norm.

Example 4.31 (Fredholm integral operators). Given K ∈ L2([a, b] × [a, b]), define the corresponding Fred-

holm operator TK : L2([a, b])→ L2([a, b]) as follows:

(TKϕ)(x) =

∫ b

a

K(x, y)ϕ(y) dy, ∀ϕ ∈ L2([a, b]).

Following Example 3.37 (ii), ‖TK‖ ≤ ‖K‖2. Furthermore, TK is a compact operator.
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Proof. We approximate K ∈ L2([a, b]× [a, b]) by a sequence of simple functions

Kn(s, t) =

mn∑
k=1

αn,kχDn,k ,

where Dn,k = (an,k, bn,k)× (cn,k, dn,k) is an open rectangle, and ‖TK −TKn‖ = ‖T(K−Kn)‖ ≤ ‖K−Kn‖2 → 0,

hence TKn → TK in norm. By Corollary 4.29, it suffices to show that every TKn is of finite rank:

(TKnϕ)(x) =

∫ b

a

mn∑
k=1

αn,kχDn,k(x, y)ϕ(y) dy =

mn∑
k=1

αn,k

(∫ dn,k

cn,k

ϕ(y) dy

)
χ(an,k,bn,k)(x).

Hence R(TKn) ⊂ span
{
χ(an,k,bn,k)

}mn
k=1

, which is of finite dimension.

Finally, we discuss the adjoints of compact operators.

Proposition 4.32. Let X and Y be normed spaces, and T ∈ K(X,Y ). Then TX is a separable subset of Y .

Proof. By definition, TB(0, n) is a relatively compact subset of Y for all n ∈ N. By Lemma 1.73, TB(0, n) is

separable. As a result, TX =
⋃∞
n=1 TB(0, n) is separable.

Theorem 4.33. Let X and Y be normed spaces, and T ∈ B(X,Y ). Let T ∗ ∈ B(Y ∗, X∗) be the adjoint.

(i) If T is a compact operator, so is T ∗.

(ii) If Y is a Banach space and T ∗ is a compact operator, so is T .

Proof. (i) Let (fn) be a bounded sequence in Y ∗ such that ‖fn‖ ≤ M for all n ∈ N. We want to prove that

there exists a subsequence (fnk) such that (T ∗fnk) converges in X∗.

Step I: Let Y0 = TX, which is a separable subspace of Y . We define T0 : X → Y0, x → Tx. Then for all

f ∈ Y ∗, we have T ∗f = T ∗0 f |Y0 . Hence (T ∗fnk) converges in X∗ if and only if (T ∗0 fnk |Y0) converges in X∗.

Without loss of generality, we suppose Y is separable.

Step II: By Banach-Alaoglu theorem (Theorem 2.55), there exists a subsequence (fnk) that converges in

the weak-∗ topology on Y ∗:

lim
k→∞

fnk(y) = f(y).

Step III: We verify that (T ∗fnk) converges in norm. Let S = {x ∈ X : ‖x‖ = 1} be the unit sphere in X.

Then we have

‖T ∗fnk − T ∗f‖ = sup
x∈S
|(T ∗fnk − T ∗f)(x)| = sup

x∈S
|fnk(Tx)− f(Tx)| = sup

y∈TS
|fnk(y)− f(y)| . (4.7)

Since TS is relatively compact, given ε > 0, we choose an ε
3M -net {y1, · · · , ym} of TS. Then for all y ∈ TS,

there exists yj such that ‖y − yj‖ < ε
3M . Furthermore, we choose K > 0 such that |fnk(yj)− f(yj)| < ε/3 for

all j ∈ {1, · · · ,m} and all k ≥ K. Then

|fnk(y)− f(y)| ≤ |fnk(y)− fnk(yj)|+ |fnk(yj)− f(yj)|+ |f(yj)− f(y)|

≤ ‖fnk‖ ‖y − yj‖+ |fnk(yj)− f(yj)|+ ‖f‖ ‖y − yj‖

<
ε

3M
M +

ε

3
+

ε

3M
M = ε, ∀y ∈ TS, k ≥ K.

Since ε > 0 is arbitrary, by (4.7), ‖T ∗fnk − T ∗f‖ → 0 as k →∞.

102



(ii) Since T ∗ ∈ K(Y ∗, X∗), by (i), T ∗∗ ∈ K(X∗∗, Y ∗∗). We view X and Y as subspaces of X∗∗ and

Y ∗∗, respectively. Then the unit ball BX(0, 1) ⊂ BX∗∗(0, 1) is a bounded subset of X∗∗, and T ∗∗BX(0, 1) is

relatively compact, hence totally bounded in Y ∗∗. By Theorem 3.32 (vii), TB(0, 1) = TB∗∗(0, 1) is totally

bounded in Y ∗∗, so is in Y . Since Y is a Banach space, TB(0, 1) is relatively compact in Y .

4.2.2 Spectra of Compact Operators

Theorem 4.34 (Riesz-Schauder). Let X be a Banach space, and T ∈ K(X).

(i) If dimX =∞, 0 ∈ σ(T ). In other words, T is not invertible.

(ii) If λ ∈ σ(T )\{0}, there exists x 6= 0 such that Tx = λx. Namely, every nonzero point of σ(T ) is an

eigenvalue of T . Following (i), if dimX =∞, then σ(T ) = σp(T ) ∪ {0}.
(iii) If λ ∈ σ(T )\{0}, dim ker(T − λI) <∞, i.e. the eigenspace of λ is a finite-dimensional subspace of X.

(iv) Eigenvectors associated with distinct eigenvalues of T are linearly independent.

(v) σ(T ) has at most one limit point, which would necessarily be zero.

Proof. We leave the proof of (ii) for later.

(i) If T is invertible, T−1 ∈ B(X), and I = T−1T is a compact operator on X. Nevertheless, by Theorem

1.76, the unit ball B(0, 1) is not relatively compact, a contradiction!

(iii) For every x0 ∈ Bλ = {x ∈ ker(T − λI) : ‖x‖ ≤ 1}, we have x0 = λ−1Tx0 = T (λ−1x0). As a result,

Bλ ⊂ TB(0, |λ|−1) is relatively compact. Since Bλ is the unit ball in ker(T − λI), dim ker(T − λI) <∞.

(iv) Let λ1, · · · , λn be distinct eigenvalues of T , and let x1, · · · , xn be the associated eigenvectors. Suppose

α1x1 + · · ·+ αnxn = 0. Then
I I · · · I

λ1I λ2I · · · λnI
...

...
. . .

...

λn−1
1 I λn−1

2 I · · · λn−1
n I



α1x1

α2x2

...

αnxn

 =


α1x1 + · · ·+ αnxn

T (α1x1 + · · ·+ αnxn)
...

Tn−1(α1x1 + · · ·+ αnxn)

 =


0

0
...

0


Since the Vandermonde matrix is invertible, α1x1 = α2x2 = · · · = αnxn = 0.

(v) We prove an equivalent statement: for all ε > 0, the set {λ ∈ σ(T ) : |λ| ≥ ε} is finite. If not,

choose a sequence (λn) of distinct eigenvalues, and let (xn) be the sequence of associated eigenvectors. Denote

Ln = span {x1, · · · , xn}. By Lemma 1.75, there exists sequence (yn) of unit vectors such that yn ∈ Ln and

d(yn, Ln−1) > 1/2. Note that yn − Tyn
λn
∈ Ln−1. Furthermore, once n > m,∥∥∥∥Tynλn − Tym

λm

∥∥∥∥ =

∥∥∥∥yn − (yn − Tyn
λn

+
Tym
λm

)
︸ ︷︷ ︸

∈Ln−1

∥∥∥∥ > 1

2
.

However,
{
Tyn
λn

, n ∈ N
}
⊂ TB(0, ε−1) is relatively sequentially compact, a contradiction!

Remark. The statement (v) also gives a characterization of the spectrum of compact operator T : σ(T ) is

discrete, i.e. σ(T ) has at most countably elements:

σ(T ) =

∞⋃
n=1

{
λ ∈ σ(T ) : |λ| ≥ n−1

}
.

As a result, if T has infinitely many eigenvalues, we can make a sequence (λn)n∈N of these eigenvalues,

which satisfies limn→∞ |λn| = 0. Clearly, we can permute them in a decreasing order: |λ1| ≥ |λ2| ≥ · · · .
The proof of Theorem 4.34 (ii) is a bit complicated, which requires some technical lemmas.
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Lemma 4.35. Let X be a Banach space, T ∈ K(X), and λ ∈ C\{0}. If (T − λI)X = X, then λ ∈ ρ(T ).

Proof. We assume dimX = ∞, since the finite-dimensional case is clear. By bounded inverse theorem, it

remains to show T − λI is injective. We choose Ln = {x ∈ X : (T − λI)nx = 0} = ker(T − λI)n. Then we

obtain a sequence L1 ⊂ L2 ⊂ · · · of subspaces of X. We wish to show L1 = {0}.
If L1 6= {0}, choose x1 ∈ L1 such that x1 6= 0, and generate a sequence by choosing (T − λI)xn = xn−1.

Then xn ∈ Ln\Ln−1. By Lemma 1.75, we can choose a sequence (yn) of unit vectors such that yn ∈ Ln\Ln−1

and that d(yn, Ln−1) > 1/2. Once p > q, we have Lq ⊂ Lp−1 ( Lp, and∥∥∥∥Typλ − Tyq
λ

∥∥∥∥ =

∥∥∥∥yp − (yq − (T − λI)yp
λ

+
(T − λI)yq

λ

)
︸ ︷︷ ︸

∈Lp−1

∥∥∥∥ > 1

2
.

However,
{
Tyn
λ , n ∈ N

}
⊂ TB(0, λ−1) is relatively sequentially compact, a contradiction!

Lemma 4.36. Let X be a Banach space, T ∈ K(X), and λ ∈ C\{0}. R(T − λI) is a closed subspace of X.

Proof. Let (yn) be a sequence of points of R(T − λI) that converges to y ∈ Y , and choose sequence (xn) such

that (T − λI)xn = yn for all n ∈ N. We need to show y ∈ R(T − λI).

Step I: If (xn) is a bounded sequence, by compactness of T , there exists subsequence (xnk) such that (Txnk)

converges in X. As a result, the subsequence xnk = λ−1(Txnk − ynk) also converges. Let x = limk→∞ xnk ,

then y = limk→∞ ynk = (T − λI)x, which implies y ∈ R(T − λI).

Step II: If (xn) is not bounded, let αn = d(xn, ker(T − λI)) > 0. Then there exists sequence (wn) ⊂
ker(T − λI) such that αn ≤ ‖xn − wn‖ ≤

(
1 + 1

n

)
αn. Define x′n = xn − wn, then (T − λI)x′n = yn, and

αn ≤ ‖x′n‖ ≤
(
1 + 1

n

)
αn. If (αn) is bounded, so is (x′n). Back to Step I.

Step III: If (αn) is not bounded, choose subsequence ank → ∞, and let zk =
x′nk
‖x′nk‖

. Then ‖zk‖ = 1, and

(T − λI)zk =
ynk
‖x′nk‖

→ 0. Since T is compact, there exists subsequence zkl = λ−1 (Tzkl − (T − λI)zkl) such

that (zkl) converges to some z ∈ X. Clearly, (T − λI)z = 0. Furthermore,

xnkl −
(
wnkl + z

∥∥xnkl − wnkl∥∥)︸ ︷︷ ︸
∈ ker(T−λI)

= (zkl − z)
∥∥xnkl − wnkl∥∥.

As a result, we have

αnkl ≤
∥∥zkl − z∥∥∥∥xnkl − wnkl∥∥ ≤ ∥∥zkl − z∥∥(1 +

1

nkl

)
αnkl ⇒

∥∥zkl − z∥∥ ≥ nkl
1 + nkl

≥ 1

2
.

However, zkl → z, a contradiction! Hence (αn) is bounded, and R(T − λI) is closed.

Now we are prepared to prove Theorem 4.34 (ii).

Proof of Theorem 4.34 (ii). If λ ∈ σ(T )\{0} is not an eigenvalue of T , ker(T − λIX) = {0}. By Lemma 4.36

and Theorem 3.34, R(T − λIX) is closed, and

R(T ∗ − λIX∗) = ker(T − λIX)⊥ = X∗.

By Theorem 4.33 and Lemma 4.35, T ∗ ∈ K(X∗), and λ ∈ ρ(T ∗). However λ ∈ σ(T ) = σ(T ∗), a contradiction!

Therefore, λ ∈ σ(T )\{0} is an eigenvalue of T .
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Theorem 4.37 (Riesz-Schauder). Let X be a Banach space, and T ∈ K(X). Let T ∗ ∈ K(X∗) be the adjoint.

(i) σ(T ) = σ(T ∗).

(ii) If λ ∈ σ(T )\{0}, then

dim ker(T − λIX) = dim ker(T ∗ − λIX∗) = codimR(T − λIX) = codimR(T ∗ − λIX∗).

(iii) If λ, µ are distinct eigenvalues of T , then f(x) = 0 for all x ∈ ker(T − λIX) and all f ∈ ker(T ∗ − µIX∗).
(iv) If λ ∈ σ(T )\{0}, then

R(T − λIX) = ⊥ ker(T ∗ − λIX∗), R(T ∗ − λIX∗) = ker(T − λIX)⊥.

Proof. (ii) We first claim that codimR(T − λIX) ≤ dim ker(T − λIX). Clearly, n = dim ker(T − λIX) > 0,

and we choose a basis {x1, · · · , xn} of ker(T − λIX). If codimR(T − λIX) > n, there exists y1, · · · , yn+1 ∈ X
such that {[y1], · · · , [yn+1]} are linearly independent in X/R(T − λIX).

By Hahn-Banach theorem, there exist f1, · · · , fn ∈ X∗ such that fj(xk) = δjk for all j, k ∈ {1, · · · , n}. Let

Ax = Tx−
n∑
j=1

fj(x) yj , ∀x ∈ X.

Then A ∈ K(X). We will verify that A− λIX is injective. If (A− λIX)x = 0, then

(T − λIX)x =

n∑
j=1

fj(x) yj ⇒ 0 =

n∑
j=1

fj(x)[yj ] ⇒ f1(x) = · · · = fn(x) = 0 ⇒ (T − λIX)x = 0.

Let x =
∑n
k=1 ckxk ∈ ker(T − λIX). Then 0 = fj(x) = cj

∑n
k=1 fj(xk) = cj for all j, which implies x = 0.

Hence A− λIX is injective. Since λ 6= 0, and A ∈ K(X), we have λ ∈ ρ(A). As a result, A− λI is invertible,

and there exists xn+1 ∈ X such that (A− λIX)xn+1 = yn+1. Then in X/R(T − λIX),

[yn+1] = [(A− λIX)xn+1] =

(T − λIX)xn+1 −
n∑
j=1

fj(xn+1)yj

 = −
n∑
j=1

fj(xn+1)[yj ].

However {[y1], · · · , [yn+1]} are linearly independent in X/R(T − λIX), a contradiction!

Similarly, we know that codimR(T ∗ − λIX∗) ≤ dim ker(T ∗ − λIX∗). By Lemma 4.36, T − λIX has closed

range. Using Theorem 3.34 and Theorem 2.26, we have

dim ker(T − λIX) ≥ dimX/R(T − λIX) = dim (X/R(T − λIX))
∗

= dimR(T − λIX)⊥

= dim ker(T ∗ − λIX∗) ≥ dimX∗/R(T ∗ − λIX∗) = dimX∗/ ker(T − λIX)⊥

= dim (ker(T − λIX))
∗

= dim ker(T − λIX).

⇓

dim ker(T − λIX) = dim ker(T ∗ − λIX∗) = codimR(T − λIX) = codimR(T ∗ − λIX∗).

(iii) Let x ∈ ker(T − λIX) and all f ∈ ker(T ∗ − µIX∗). Since µ 6= µ, we have

Tx = λx, T ∗f = µf ⇒ (λ− µ)f(x) = f(λx)− (µf)(x) = f(Tx)− (T ∗f)(x) = 0 ⇒ f(x) = 0.

(iv) is a corollary of Lemma 4.36 and Theorem 3.34.
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4.3 Compact Self-adjoint Operators

Let T be a compact operator on a Hilbert space. If T ∗ = T , then T is a compact self-adjoint operator. The

spectrum of T possesses some nice properties.

Lemma 4.38. Let H be a Hilbert space, and let T be a compact self-adjoint operator on H.

(i) If λ is an eigenvalue of T , then λ ∈ R.

(ii) If λ and µ are distinct eigenvalues of T , the eigenvectors associated with λ and µ are orthogonal.

(iii) maxλ∈σp(T ) |λ| = ‖T‖.

Proof. (i) Let Tx = λx, where x 6= 0. Then

λ〈x, x〉 = 〈λx, x〉 = 〈Tx, x〉 = 〈x, Tx〉 = 〈x, λx〉 = λ〈x, x〉.

(ii) By (i), λ, µ ∈ R. Let Tx = λx, and Ty = µy, where x, y 6= 0. Then

(λ− µ)〈x, y〉 = 〈λx, y〉 − 〈x, µy〉 = 〈Tx, y〉 − 〈x, Ty〉 = 0.

(iii) The case T = 0 is trivial. If T 6= 0, by Corollary 4.19, r(T ) = ‖T‖ > 0. By Theorem 4.34 (v), there exists

λ1 ∈ σ(T ) such that |λ1| = maxλ∈σ(T ) |λ| = r(T ) = ‖T‖. Since λ1 6= 0, we have λ1 ∈ σp(T ).

Theorem 4.39. Let T be a compact self-adjoint operator on a Hilbert space H. Then there exist eigenvectors

{eλ, λ ∈ Λ} of T that form a orthonormal basis of H.

Proof. Since T is compact, let {λk}k∈J be the nonzero eigenvalues of T , where J is finite or countable. By

Riesz-Schauder theorem, nk = dim ker(T − λkI) < ∞ for all k ∈ J , and ker(T − λkI) ⊥ ker(T − λlI) for all

k 6= l. For every k ∈ J , we choose an orthonormal basis {ek,j}nkj=1 of ker(T − λkI). By Lemma 4.38 (ii), we

obtain an orthonormal system on H:

F1 = {ek,j : k ∈ J, j = 1, · · · , nk} .

If F⊥1 = {0}, then F1 is an orthonormal basis of H, and the result holds.

If F⊥1 6= {0}, let H1 = span F1, and H0 = H⊥1 = F⊥1 . Then TH1 = H1. Furthermore,

〈x, Ty〉 = 〈Tx, y〉, ∀x ∈ H1, y ∈ H0 ⇒ Ty ∈ H0, ∀y ∈ H0 ⇒ TH0 ⊂ H0.

Since H0 is an invariant subspace of T , we use its restriction T̃ = T |H0 , which is also a compact self-adjoint

operator. If T̃ 6= 0, by Lemma 4.38 (iii), T̃ has at least one nonzero eigenvalue λ0, with a corresponding

eigenvector x0 ∈ H0\{0}. However, Tx0 = T̃ x0 = λ0x0, which implies x0 ∈ H1, contradicting x0 ∈ H0!

Therefore T̃ = 0, and H0 is the eigenspace of 0 ∈ σp(T ). We choose an orthonormal basis F0 of H0. Then

F1 ∪F0 is the desired orthonormal basis of H = H1 ⊕H0.

Remark. If T has only finitely many nonzero eigenvalues λ1, · · · , λn, then H1 is finite-dimensional. Let

Ek = ker(T − λkI) be the eigenspace of λk, where k = 1, · · · , n. Then H1 = E1 ⊕ · · · ⊕En. For all x ∈ H, let

x = x1 + x0, where x1 ∈ H1 and x0 ∈ H0. Then

Tx = Tx1 = T

(
n∑
k=1

PEkx1

)
=

n∑
k=1

λkPEkx1 =

n∑
k=1

λkPEkx.

Hence we have T =
∑n
k=1 λkPEk . In fact, we can extend this result to the case where T has infinitely many

nonzero eigenvalues.
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Theorem 4.40. Let T be a compact self-adjoint operator on a Hilbert space H. If T has infinitely many

nonzero eigenvalues, we sequentialize them in decreasing order: |λ1| ≥ |λ2| ≥ |λn−1| ≥ |λn| ≥ · · · . Let

En = ker(T − λnI) be the eigenspace of λn. Then

T =

∞∑
n=1

λnPEn (convergence in norm).

Proof. For any n ≥ m, define Sn,m =
∑n
k=m λkPEk . Then ‖Sn,m‖ = |λm| → 0 as n,m → 0. As a result,∑∞

n=1 λnPEn converges in norm. Take the orthonormal basis F1 ∪F0 defined in the proof of Theorem 4.39.

Since x =
∑
eλ∈F1∪F0

〈x, eλ〉 eλ,

∥∥∥∥∥Tx−
n∑
k=1

λkPEkx

∥∥∥∥∥
2

=

∥∥∥∥∥∥
∞∑
k=1

nk∑
j=1

λk 〈x, ek,j〉 ek,j −
n∑
k=1

λk

nk∑
j=1

〈x, ek,j〉 ek,j

∥∥∥∥∥∥
2

=

∥∥∥∥∥∥
∞∑

k=n+1

nk∑
j=1

λk 〈x, ek,j〉 ek,j

∥∥∥∥∥∥
2

≤ |λn+1|2
∞∑

k=n+1

nk∑
j=1

| 〈x, ek,j〉 |2 ≤ |λn+1|2 ‖x‖2 . (Bessel’s inequality)

Hence ‖T −
∑n
k=1 λkPEk‖ ≤ |λn+1| → 0, which implies T =

∑∞
n=1 λnPEn .

Example 4.41 (Mercer). Let K ∈ C([a, b]× [a, b]) be a conjugate symmetric function, i.e. K(s, t) = K(t, s)

for all s, t ∈ [a, b]. Following Example 3.37 (ii) and Example 4.31, the Fredholm integral operator

(TKf)(s) =

∫ b

a

K(s, t)f(t) dt, ∀s ∈ [a, b], f ∈ L2([a, b])

is a compact self-adjoint operator on L2([a, b]). Using Theorem 4.39, we choose an orthonormal basis F1 ∪F0

of H, where F1 contains the eigenvectors associated with nonzero eigenvalues of TK , and F0, possibly empty,

is an orthonormal basis of ker(TK). Clearly, F1 is countable. Since L2([a, b]) is separable, F0 is chosen to be

at most countable. Hence F1 ∪F0 = {φn, n ∈ N} is a countable orthonormal basis of L2([a, b]).

Let λn be the eigenvalue of T associated with φn. Without generality, assume |λ1| ≥ |λ2| ≥ · · · ≥ |λn| ≥ · · · .
Note that {λn, n ∈ N} may have finitely many nonzero elements. By Theorem 4.40, we have

TKf =
∞∑
n=1

λn〈f, φn〉φn, f ∈ L2([0, 1]).

Given s ∈ [a, b], define Ks(t) = K(s, t) for all t ∈ [a, b]. Then

〈Ks, φn〉 =

∫ b

a

K(s, t)φn(t) dt = (TKφn)(s) = λnφn(s)

By expanding Ks, we obtain the following representation of K:

K(s, t) = Ks(t) =

∞∑
n=1

〈Ks, φn〉φn(t) =

∞∑
n=1

λnφn(s)φn(t). (4.8)

Note that K ∈ C([a, b]× [a, b]) ⊂ L2([a, b]× [a, b]). Using (4.8), we have∫ b

a

∫ b

a

|K(s, t)|2 ds dt =

∞∑
m=1

∞∑
n=1

λmλn

∫ b

a

φm(s)φn(s) ds

∫ b

a

φm(t)φn(t) dt =

∞∑
n=1

|λn|2 <∞.

Then back in (4.8), the function series converges in L2 sense.
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4.4 Spectral Measures

4.4.1 Projection Operators and Spectral Measures

Theorem 4.42. Let H be a Hilbert space, and P ∈ B(H). Then P is a projection if and only if P is

self-adjoint and idempotent, i.e. P = P ∗ = P 2.

Proof. Clearly, a projection P is idempotent. Following Example 3.40, it is self-adjoint.

Conversely, if P is self-adjoint and idempotent, let L = {x ∈ H : Px = x}. We claim that P is a projection

onto L. Clearly, L is a closed subspace of H. Then it suffices to prove that 〈Pv, v − Pv〉 = 0 for all v ∈ H:

〈Pv, v − Pv〉 = 〈Pv, v〉 − 〈Pv, Pv〉 = 〈Pv, v〉 − 〈P ∗Pv, v〉 = 〈Pv, v〉 − 〈P 2v, v〉 = 〈Pv, v〉 − 〈Pv, v〉 = 0.

We denote by P(H) the set of all projections on a Hilbert space H, which has a nice structure.

Proposition 4.43. Let PM , PN ∈ P(H), where M and N are closed subspaces of Hilbert space H.

(i) PMPN ∈ P(H) if and only if PMPN = PNPM . Furthermore, PMPN = 0 if and only if M ⊥ N .

(ii) PM + PN ∈ P(H) if and only if M ⊥ N . If so, PM + PN is the projection onto M ⊕N .

(iii) PM − PN ∈ P(H) if and only if M ⊃ N . If so, PM − PN is the projection onto M 	N := M ∩N⊥.

(iv) Let Pn be a sequence of mutually orthogonal projections onto closed subspaces Mn, i.e. PnPm = 0 for

all n 6= m. Then
∑∞
n=1 Pn

SOT→ P ∈ P(H), where P is the projection onto M = span {Mn}∞n=1.

Proof. (i) The first statement is clear, since PMPN = PNPM if and only if PMPN is self-adjoint and idempotent.

For the next statement, if M ⊥ N , then PNx ∈ N ⊂M⊥ for all x ∈ H, which implies PMPN = 0. Conversely,

if PMPN = 0, then 〈x, y〉 = 〈PMx, PNy〉 = 〈x, PMPNy〉 = 0 for all x ∈M and all y ∈ N .

(ii) The sufficiency is clear. For the necessity, if PM + PN ∈ P(H), then

PM + PN = (PM + PN )2 = PM + PN + PMPN + PNPM ⇒ PMPN + PNPM = 0

⇒ PMPN + PMPNPM = 0 = PMPNPM + PNPM

⇒ PMPN = PNPM = 0 ⇒M ⊥ N.

(iii) If N ⊂M , then PMPN = PNPM = PN , and

(PM − PN )2 = PM + PN − PMPN − PNPM = PM − PN .

Conversely, if PM −PN ∈ P(H), let L = ker(I −PM +PN ). Then PM −PN = PL, and (ii) implies L ⊥ N .

Hence for all x ∈ N , 0 = PLx = PMx− PNx = PMx− x, which implies x ∈M .

(iv) For all x ∈ H, note that

n∑
k=1

‖Pkx‖2 =

∥∥∥∥∥
n∑
k=1

Pkx

∥∥∥∥∥
2

≤ ‖x‖2.

Then
(∑n

k=1 Pkx
)∞
n=1

is a Cauchy sequence. Define operator T as the strong operator limit:

Px = lim
n→∞

n∑
k=1

Pnx, ∀x ∈ H.

One can easily verify that P 2 = P . Furthermore, for all x, y ∈ H,

〈Px, y〉 = lim
n→∞

n∑
k=1

〈Pkx, y〉 = lim
n→∞

n∑
k=1

〈x, Pky〉 = 〈x, Py〉.
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Hence P is self-adjoint, and P is a projection operator.

It remains to show P = PM . If x ∈ M⊥, then Pnx = 0 for all n ∈ N, which implies Px = 0. If x ∈ Mn,

then Px = Pnx = x, and x ∈ M . As a result, ker(I − P ) contains each x ∈ M , hence contains M . Therefore

P is the projection onto M .

Definition 4.44 (Spectral measures). Let B(C) be the set of all Borel sets in C. A spectral measure is a

function E : B(C)→ P(H) satisfying the following conditions:

(i) E(C) = I, where I is the identity map on H;

(ii) If {Bn}n∈N is a collection of disjoint Borel sets in C, then

E

( ∞⋃
n=1

Bn

)
=

∞∑
n=1

E(Bn) (convergence in SOT).

Remark. We can apply standard techniques in complex-valued measures to derive many basic facts about

spectral measures.

(i) E(∅) = 0;

(ii) Following Proposition 4.43 (ii), if B0 and B1 are disjoint Borel sets in C, then E(B0) ⊥ E(B1).

(iii) Following Proposition 4.43 (iii), if B0 ⊂ B1, then ‖E(B0)x‖ ≤ ‖E(B1)x‖ for all x ∈ H.

(iv) Let B0 and B1 be Borel sets in C. Then

E(B0) + E(B1) = E(B0 ∪B1) + E(B0 ∩B1).

Furthermore, observing that E(B0)E(B0 ∩B1) = E(B0 ∩B1) and E(B0)E(B0 ∪B1) = E(B0), we have

E(B0)E(B1) = E(B0 ∩B1).

Proposition 4.45. Let E : B(C)→ P(H) be a projection-valued function such that for all x, y ∈ H,〈
E

( ∞⋃
n=1

Bn

)
x, y

〉
=

∞∑
n=1

〈E(Bn)x, y〉, ∀ sequence {Bn}∞n=1 of disjoint Borel sets in C

and that E(C) = 1. Then E is a spectral measure.

Proof. We need to verify the second property in Definition 4.44. Let {Bn}∞n=1 be a sequence of disjoint Borel

sets in C. By assumption,〈
n∑
k=1

E(Bk)x, y

〉
=

n∑
k=1

〈E(Bk)x, y〉 =

〈
E

(
n⋃
k=1

Bk

)
x, y

〉
, ∀x, y ∈ H.

Then

n∑
k=1

E(Bk)x = E

(
n⋃
k=1

Bk

)
x, ∀x ∈ H. (4.9)

Observing that

∞∑
n=1

‖E(Bn)x‖2 =

∞∑
n=1

〈E(Bn)x, x〉 =

〈
E

( ∞⋃
n=1

Bn

)
x, x

〉
=

∥∥∥∥∥E
( ∞⋃
n=1

Bn

)
x

∥∥∥∥∥
2

,

the sequence xn = E(Bn)x is summable. Let n→∞ in (4.9), we have E (
⋃∞
n=1Bn)

SOT
=
∑∞
n=1E(Bn).
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4.4.2 Spectral Integrals and their Associated Operators

Let H be a Hilbert space, and let E be a spectral measure on H. Given two vectors x, y ∈ H, define

E∗(B) = 〈E(B)x, y〉, ∀B ∈ B(C).

By definition, E∗ is a complex-valued Borel measure on C. Hence for all Borel-measurable function f on C,

we can compute its Lebesgue-Stieltjes integral with respect to E∗. For brevity, we denote E(λ) by Eλ.

Definition 4.46 (Spectral integral). Let E be a spectral measure on a Hilbert space H. We define the

spectral integral of the measurable function f with respect to x, y ∈ H to be the Riemann-Stieltjes integral∫
f(λ) d〈Eλx, t〉,

which we sometimes abbreviate
∫
f(λ) dE.

Definition 4.47 (The spectrum of a spectral measure). Let E be a spectral measure on a Hilbert space H.

The spectrum of E is defined to be the set

σ(E) = C\

(⋃
α∈J

Uα

)
,

where the union is taken over all open sets Uα such that E(Uα) = 0. We say E is compact if σ(E) is compact.

Theorem 4.48. Let E be a compact spectral measure on a Hilbert space H. There is a unique normal

operator T such that
∫
λ d〈Eλx, y〉 = 〈Tx, y〉 for all x, y ∈ H. For the sake of brevity, we write T =

∫
λ dE.

Proof. Since σ(E) is compact, let M = maxλ∈σ(E) |λ|. Define ϕ(x, y) =
∫
λ d〈Eλx, y〉. Clearly, ϕ : H×H → C

is a sesquilinear form. Furthermore,

|ϕ(x, x)| =
∣∣∣∣∫ λ d〈Eλx, x〉

∣∣∣∣ ≤M ∫
|d〈Eλx, x〉| = M

∫
d ‖Eλx‖2 ≤M ‖x‖2 .

Use the parallelogram law,

|ϕ(x, y)| ≤ 1

4
M
(
‖x+ y‖2 + ‖x+ iy‖2 + ‖x− y‖2 + ‖x− iy‖2

)
= M

(
‖x‖2 + ‖y‖2

)
.

Set ‖x‖ = ‖y‖ = 1, we have ‖ϕ‖ ≤ 2M . By Theorem 2.15, there exists a unique operator T ∈ B(H) such that

ϕ(x, y) = 〈Tx, y〉 for all x, y ∈ H.

We now show that T is a normal operator. Define S =
∫
λ dE. Then

〈x, Sy〉 = 〈Sy, x〉 =

∫
λ d〈Eλy, x〉 =

∫
λ d〈x,Eλy〉 =

∫
λ d〈Eλx, y〉 = 〈Tx, y〉.

Hence S is the adjoint of T . Furthermore, for all B ∈ B(C),

〈E(B)x, Ty〉 = 〈Ty,E(B)x〉 =

∫
λ d〈Eλy,E(B)x〉 =

∫
λ d〈E(B)Eλy, x〉

=

∫
λ d〈E(B ∩ λ)y, x〉 =

∫
B

λ d〈Eλy, x〉 =

∫
B

λ d〈x,Eλy〉 =

∫
B

λ d〈Eλx, y〉. (4.10)

110



Given x, y ∈ H, by (4.10), we have

〈STx, y〉 = 〈Tx, Ty〉 =

∫
λ d〈Eλx, Ty〉 =

∫
λ · λ d〈Eλx, y〉 =

∫
|λ|2 dE.

Similarly we have 〈TSx, y〉 =
∫
|λ|2 dE. Since x and y are arbitrary, T is a normal operator.

Theorem 4.49. If E is a compact spectral measure on a Hilbert spaceH, and T =
∫
λ dE, then σ(E) = σ(A).

Proof. Assume λ0 ∈ C\σ(E). By definition, C\σ(E) is open, so there exists ε > 0 such that B(λ0, ε) ⊂ C\σ(E).

Then E(B(λ0, ε)) = 0, and T − λ0I =
∫

(λ− λ0) dE, and

‖Tx− λ0x‖2 =

∫
|λ− λ0|2 d〈Eλx, x〉 =

∫
C\B(λ0,ε)

|λ− λ0|2 d〈Eλx, x〉 ≥ ε2 ‖x‖2 .

Hence T −λ0I is bounded from below. Following Theorem 3.15, if we T0 = T −λ0I has dense range in H, then

λ0 ∈ ρ(T ). Equivalently, we prove R(T − λ0I)⊥ = 0: If x ∈ R(T − λ0I)⊥, then 〈T ∗0 x, y〉 = 〈x, T0y〉 = 0 for

all y ∈ H, which implies T ∗0 x = 0. Meanwhile, T0 is normal by Theorem 4.48, hence ker(T ∗0 ) = ker(T0) = 0.

Therefore x = 0.

Conversely, assume λ1 ∈ σ(E). Given η > 0, we have E(B(λ1, η)) 6= 0. Since E(B(λ1, η)) must maintain

some unit vector u ∈ H, we have

‖Tu− λ1u‖2 =

∫
B(λ1,η)

|λ− λ1|2 d〈Eλu, u〉 ≤ η2 ‖u‖2 .

Because η > 0 is arbitrary, T − λ1I is not bounded below, hence is not invertible.
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